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Special Session

This year's CUNY conference features a special sessio the Relation between Sentence
Comprehension and Sentence Productiahich is generously funded by the National Science
Foundation.

There are long traditions of research in both sestecomprehension and sentence
production, and it has always been recognized that timeit be at leassome connection
between the two areas, even if the connection fistla speaking and understanding are based
upon the same lexicon and the same grammar. Howewvera fong time, the two fields
investigated largely different phenomena, using largelerdifft methodologies. This, together
with some additional considerations, led to the cormtughat sentence comprehension and
sentence production are largely independent cognitivensgste

Both sentence comprehension and sentence producticsreas that have long-standing
research traditions, going back at least to the 1960s, aredassembled a large body of results.
Although the received opinion for many years was tleamprehension and production are very
different processes carried out by different cognitivetesys, there are currently many reasons to
reevaluate the received opinion. The past 5 years iicyart have seen a substantial growth in
results that allow for closer comparison of the tweaa. The main themes of the special session
will be: (i) What, if anything, do sentence comprelimmsand production have in common,
beyond the fact that they operate over similar reptatens (e.g. same lexicon)? (i) Do
sentence comprehension and production operate on the tsaeiscale, and with the same
degree of incrementality? (ii) How can the various afi@ls between comprehension and
production that are emerging from lab-based studies bencismb with widespread findings of
comprehension/production asymmetries in both languageddisoand language development?
(iv) In methodological terms, how closely is it possito match tasks across both comprehension
and production?

The special session will include 5 invited talks, and Smiidd talks, plus a number of

poster presentations.



Jerrold J. Katz Young Scholar Award

In memory of our friend and distinguished colleague, thelied. Katz Young Scholar Award is
awarded for the paper or poster presented at the CUNYefamecke on Human Sentence
Processing best exemplifying the qualities of intelldctiger, creativity, and independence of
thought which characterized Dr. Katz's life and worky Aaithor listed as the first author on a
presentation, who is pre-doctoral or up to three yeassplD, and who is not yet tenured, is
eligible for consideration. The amount of the awar$b80.

The recipient of the Jerrold J. Katz Young Scholar vna 2002 was John Hale (Johns
Hopkins University), for his paper entitled, “The inf@anon conveyed by words in sentences,”
presented at the 15th Annual CUNY Conference on Humatei®mn Processing, New York,
NY.

Information Session about NSF and NIH Funding

During the Lunch and Poster Session Il on Saturday Maith, Dr. Joan Maling and Dr.
Weijia Ni will be available to discuss funding opportusite NSF and NIH with anybody who
is interested. Joan Maling is currently Director aé thinguistics Program at NSF. Weijia Ni is
currently Scientific Review Administrator for LanguagelaCommunication at NIH.
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Thursday March 25"

Charles Clifton, Jr. (UMass), Chair

9:15-9:45  fContinuous update of the message during unrestricted conversation: Eviden@yéon?

movements
Sarah Brown-Schmidt & Michael Tanenhaus (Rochester)
9:45-10:15  paying attention to attention: Perceptual priming effects on word order

Rebecca Nappa, David January, Lila Gleitman, & Johnshvelkk (Pennsylvania)
10:15-10:45 Incrementality, prediction, and attention in a scaleable network modwgpfistic
competence and performance

Marshall Mayberry & Matthew Crocker (Saarland)
10:45-11:15 Break
Gail Mauner, (University at Buffalo),Chair
11:15-11:45 gyntactic and semantic predictors of tense: An ERP investigation of Hindi
Andrew Nevins (MIT), Colin Phillips & David Poeppel (Mdand)
11:45-12:15 pgrsing and grammar: Evidence from infinitival complementation
Tanja Schmid, Markus Bader, & Josef Bayer (Konstanz)
12:15-12:45 gyt it's already on a towel!": Reconsidering the one-referent vicoatext
Paul Engelhardt, Karl Bailey, & Fernanda Ferreira (Mjaln St.)
Lunch
Patrick Sturt (University of Glasgow), Chair
2:30-3:00 Presupposition and referential prediction in real-time sentence compiiehens

Craig Chambers & Valerie San Juan (Calgary)
3:00-3:30 Anticipatory eye-movements reflect semantic event structursuhoategorization
frequenc

Julie Boland & Jessica Cooke (Michigan)
3:30-4:.00  Relative clause prediction in Japanese
Masaya Yoshida, Sachiko Aoshima, & Colin Phillips (Mand)
4:00-4:30 Break
John Trueswell, (Univ. of Pennsylvania), Chair
4:30-5:00  Two year olds use verb information in rapid inferential learning of novel nouns

Anne Fernald, Renate Zangl, Tiffany Early, Ana Luztior & Carolyn Quam (Stanford)

5:00-5:30 Age-related effects on learning to parse: Evidence from Korean-Englispuzls
Jeeyoung Ahn Ha (lllinois)
6:00-8:00 Poster Session |
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T Special Session



Poster Session |

1) Integrating the Spatial Semantics of Verbs and Prepositions
Ben Acland, Nicole Baggette, Henry Bley-Vroman, Nat#dlein, Elspeth Llewellyn, Gabrielle
Osborne, Jacob Stiglitz, Andrew Waser, Robert ThornéoMartin Hackl (Pomona College)

2) Context and the real-time comprehension of scope ambiguity
Catherine Anderson (Northwestern)
3) Quantifier binding across the sentence border.
Jan Anderssen (Massachusetts)
4) The Real-time Application of Structural Constraints on Binding in Japanese
Sachiko Aoshima, Masaya Yoshida & Colin Phillips (Mand)
5) Parsing Preferences are Determined by Local, not Global Determinants
Markus Bader, Josef Bayer, & Jana Haussler (Kon¥tanz
6) When is a Path Not a Path? Eye Movements and Parsing in the Visual World.
Karl G. D. Bailey & Fernanda Ferreira (Michigan Sjate
7) Argument and adjunct static locations are processed differently
Breton Bienvenue, Kathy Conklin, Gail Mauner, & Jeaerfe@ Koenig (Buffalo)
8) Whenever the psycholinguist checks, prosodic phrasing and verb bias interact
Allison Blodgett (Ohio State)
9) Parallel Positions
Katy Carlson (Morehead State), Charles Clifton,&ril.yn Frazier (Massachusetts)
10)The mood of sentence complements: Assessing the influence of viechirdpaination on parsing in
Spanish
Josep Demestre & José E. Garcia-Albea (Tarragona)
11)Comprehension of wh- movement structures in aphasia: Evidence fromckyjredr
Michael Walsh Dickey, Cynthia K. Thompson, Jungwon &y (Northwestern)
12)Head position in ambiguity resolution: On- and off-line effects
Helen East (Cambridge)
13)Processing relative clauses in Russian
Evelina Fedorenko & Edward Gibson (MIT)
14)verbpal Working Memory in Sentence Comprehension
Evelina Fedorenko, Edward Gibson, & DLT Rohde (MIT)
15)Processing polysemy: Making sense of sense
Steven Frisson (NYU) & Lyn Frazier (Massachusetts)
16)The Source of Syntactic lllusions
Scott Fults & Colin Phillips (Maryland)
17)Processing Crossed Dependencies in English
Edward Gibson & Mara Breen (MIT)
18)can speakers order a sentence’s arguments while saying it?
Zenzi M. Griffin & Sonia Mouzon (Georgia Tech.)

19)Effects of visual and verbal Feedback on Alignment
Kerstin Hadelich (Saarland), Holly Branigan, Martichk&ring (Edinburgh), & Matthew W. Crocker
(Saarland)

20)The role of function words in lexical access and syntactic processing
Jessica Peterson Hicks, Jeffrey Lidz & Janet PierrbeaniNorthwestern)
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21) prosodic disambiguation of participle constructions in English 34

Soyoung Kang & Shari Speer (Ohio State University)
22) Different Time Courses of Integrative Semantic Processing foalPiad Singular Nouns: Implicatio

for Theories of Sentee Processing 35
Shelia M. Kennison (Oklahoma State)

23) Locality, Frequency, and Obligatoriness in Argument Attachment Ambiguities 36
Lisa King & Raobert Kluender (UCSD)

24) The use of relational vs. typical participant information in sentence psiug 37
Jean-Pierre Koenig, Gail Mauner, Kathy Conklin, & BreBienvenue (Buffalo)

25) The on-line establishment of hyperonymic anaphorical relations 38
Sylvia Kulik (Marburg), Ina Bornkessel (MPI-CNS), & Matas Schlesewsky (Marburg)

26) pifferential processing of sentential information: Effects on Regolvem the Garden Path 39

Mary Michael & Peter C. Gordon (North Carolina)
27) Prefrontal Cortex and the Role of Selectional Processes in Language Comsicehérogs, Napkin:

and Broca's area 40
Jared M. Novick, David January, John C. Trueswell, &8ha.. Thompson-Schill (Pennsylvania)

28) Japanese Exclamatives and the Strength of Locality Conditions in SentencatiGene 41
Hajime Ono, Masaya Yoshida, Sachiko Aoshima, & CHBinillips (Maryland)

29) Long Distance Dependencies involving Clitic Pronouns in Spanish 42

Leticia Pablos & Colin Phillips (Maryland)
30) The time course of recovery for grammatical category information dugixigdl processing for

syntactic construction 43
Thomas Pechmann (Leipzig) & Merrill F. Garrett (Aniz)

31) The conceptual-syntactic interface during real-time language comprehension 44
Maria Mercedes Pinango (Yale) & Heike Wiese (Humboldt)

32) Processing secondary predicates: Does locality matter? 45
Liina Pylkkanen & Brian McElree (New York University)

33) Antecedent Priming at Gap Positions in Children's Sentence Processing 46

Leah Roberts (MPI for Psycholinguistics), Theodoreiliar (UC London), Claudia Felser &
Harald Clahsen (Essex)

34) Misinterpretation and heuristics in bilingual processing 47
Irina A. Sekerina (CUNY)

35) semantic Integration and Hierarchical Feature-Passing in Sentence Production 48
Eric S. Solomon & Neal J. Pearlmutter (Northeastern)

36) The time-course of processing of coordinate sentences 49
Patrick Sturt (Glasgow) & Vincenzo Lombardo (Turin)

37) Indefinite Definites during online reference assignment 50
Rachel Shirley Sussman & Gregory N. Carlson (Rocheste

38) Ungrammaticality as Failed Self-Organization 51
Whitney Tabor & Aaron Schultz (Connecticut)

39) Processing relative clauses with and without psych-perception verbs 52
Matthew J. Traxler (UC Davis)

40) The Production of Sentences That We Fill Their Gaps 53

Andrea Zukowski & Jaiva Larsen (Maryland)
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9:00-9:30

Friday March 26™

Michael K. Tanenhaus, (University of Rochester)aith
Interpreting contrastive constituents in Russian: Pragmatic and prosoeéict&ff
Irina Sekerina (CUNY) & John Trueswell (Pennsylvania)

9:30-10:00 Prominence difference in definite NP anaphor resolution: Grammatical ciLéaje semantic

distance effects
H. Wind Cowles & Alan Garnham (Sussex)

10:00-10:3Q\ model of disfluency processing based on Tree-Adjoining Grammar

Fernanda Ferreira (Michigan St.), Ellen Lau (MarylagdKarl Bailey (Michigan St.)

Kathryn Bock, (Univ. of lllinois at Urbana-Champaig@hair

11:00'1133%Generating associations of cause and consequence

Jools Simner & Martin Pickering (Edinburgh)

11:30'1230%Relating production and comprehension of relative clauses

Silvia Gennari & Maryellen MacDonald (Wisconsin)

12:00-12:3G¢Grammars with parsing dynamics: A new perspective on alignment

Ruth Kempson & Matthew Purver (London)

12:30-12:40 Award announcements

12:40-2:00

2:00-2:30

2:30-3:00

3:00-3:30

3:30-4:00

4:00-4:30

4:30-5:00

5:00-5:30

6:00-8:00

Dianne Bradley (CUNY) and Edward Gibson (MIT)
Lunch

Amy Weinberg and Colin Phillips, (Univ. of Maryland)h@irs
THow artists with keys help nuns with umbrellas: The role of priompeehension on
disambiguation

Janet McLean, Holly Branigan, & Martin Pickering (Editly
* Are words all there is?
Kay Bock (lllinois)
*Comprehension and production in dialogue
Martin Pickering (Edinburgh)

Break

Fernanda Ferreira, (Michigan State University), Chair
* Understanding parsing by Understanding Production
Maryellen MacDonald (Wisconsin)
*Human Grammatical Coding: Shared structure formation resources for grammatical
encoding and decoding
Gerard Kempen (Leiden)
*What Ambiguity, Optionality, And Incrementality Reveal About Sentence&ion And
Comprehension
Vic Ferreira (UCSD)
Poster Session Il
1 Special Sessiont Invited Talks
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Poster Session |l

1) tTransitives, intransitives and passives: How is transitivity @spnted?
Manabu Arai, Roger P.G. van Gompel (Dundee), & JamiesBedEdinburgh)
2) tSemantic category effects in sentence production

Vered Argaman & Neal J. Pearlmutter (Northeastern)
3) Prosodic principles guide parsing preferences while reading - an ERP studiative clause
attachment

Petra Augurzky, Kai Alter (MPI - Leipzig), & Thomas Pedam(Leipzig)

4) Modelling Attachment Decisions with a Probabilistic Parser
Ulrike Baldewein (Saarland) & Frank Keller (Edinburgh)

5) Pitch Accent's Interaction with Other Cues of Salience in PronourréRéfResolution
Jennifer Balogh & David Swinney (UCSD)

6) on the primacy of word category information: Direct time course exiee

Ina Bornkessel (MPI-CNS), Matthias Schlesewsky (Maghuingela D. Friederici (MPI-CNS), &

Brian McElree (NYU)

7) 1Beliefs about mental states in lexical and syntactic alignment: Exédeoim Human-Computer

dialogs
Holly Branigan, Martin Pickering, Jamie Pearson, Jafatean, (Edinburgh), Clifford Nass &
John Hu (Stanford)

8) Accounting for Individual Differences in Processing Anomalies of Form amte@t

Dave Braze (Haskins Laboratories), Don Shankweil&¥itney Tabor (Haskins Laboratories and

University of Connecticut)
9) The Time Course of Associative and Discourse Context EffecEyéiiiracking Study

C. Christine Camblin (Duke), Peter C. Gordon (Nortmdliaa), & Tamara Y. Swaab (UC Davis)

1O)Syntactic vs. prosodic focus effects in parsing
Katy Carlson (Morehead State)

11)tLinear and hierarchical hypotheses reconciled: grammatical formulation and ongoinipganshe

production of subject-verb agreement errors
Erica dos Santos Rodrigues & Leticia M. Sicuro Corr&CdRio/ LAPAL)
12)Implicit causality as an inherent feature of verbs and verb classes
Timothy Desmet (Ghent) & Fernanda Ferreira (MichiGaate)
13)Phonological Typicality Affects Sentence Processing
Thomas A. Farmer, Morten H. Christiansen (CornéllRadrai Monaghan (York)
14)Exploring the prosody of the RC attachment construction in English and Spanish
Eva M. Fernandez & Dianne Bradley (CUNY)
15)Effects of transitional probability and predictability on eye movements
Steven Frisson (NYU), Keith Rayner (Massachusegt$)lartin J. Pickering (Edinburgh)
16)The derivational approach to reanalysis
Valérie Gautier (Nantes)
17)who's gorping the duck? Word order guides early sentence comprehension
Yael Gertner & Cynthia Fisher (llinois)
18)The Bayesian basis for linguistic expectations in language processing

Edward Gibson, Evelina Fedorenko (MIT), & Maria Babysimgv (Yale)
19)tMarking discourse contexts: Intitial planning versus local production efiedhe production
of adjectives

Michelle Gregory (Buffalo), Daniel Grodner, Julie Sed{Byown), & Anjula Joshi (UBC)
20)Number Attraction Effects - Evidence from German Relative Glause
Jana Haussler, Markus Bader & Josef Bayer (Konstanz)
X
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21)fThe accessability of referents in RC-attachment 90
Barbara Hemforth (Provence) & Lars Konieczny (Fueg)

22)|nformation status and pitch accent distribution in spontaneous English dialogues 91
Kiwako Ito, Shari Speer, & Mary Beckman (Ohio State)

23)Quantifiers in discourse: An ERP study 92
Edith Kaan (Florida) & Frank Wijnen (Utrecht)

24)MEG responses in the comprehension of Japanese sentences 93
Hirohisa Kiguchi (Kanazawa Institute of Technology) &s€6n T. Miyamoto (Tsukuba/NAIST)

25)When Linguistic Experience Competes with Scene Information in SentempeeGension 94
Pia Knoeferle & Matthew Crocker (Saarland)

26)The role of verbs in Korean-English translation 95
Elisa N. Lawler, Zenzi M. Griffin, & Daniel Kim (G®gia Tech)

27)iProsody and Attachment in Brazilian Portuguese 96
Marcus Maia, Maria do Carmo Lourenco-Gomes & Jodo Ew(&ederal University Rio de Janeiro)

28)Filler—gap dependencies vs. lexical associations in typical and atygingllage development 97
Theodore Marinis & Heather van der Lely (UC London)

29)children's use of prosody in the comprehension of syntactically ambiguouscesnte 98

Reiko Mazuka (Duke) & Miki Uetsuki (Tokyo)
30)The Effects of Pragmatic Context, Syntactic Context, and Working Me&apacity on the Resoluti
of Lexical Ambiguity 99

Aaron M. Meyer & Jonathan W. King (Missouri)
31)structural vs Semantic Focusing: Disttional Evidence from Referential Forms in Adverbial Cla100
Eleni Miltsakaki (Pennsylvania)

32)Verb Event Structure Effects in On-line Sentence Comprehension 101
Erin L. O'Bryan (Arizona), Raffaella Folli (Cambridgéieidi Harley, & Thomas Bever (Arizona)

33)tFrom event cognition to language production 102
Anna Papafragou, Chris Massey, & Lila Gleitman (Pelvasya)

34)The effect of visual properties on the organization of an artificiattaxi 103
Kathleen A. Pirog, Michael K. Tanenhaus, & RichardANlin (Rochester)

35)Syntactic and semantic prominence in pronoun resolution 104
Ralph Rose (Northwestern)

36)+An activation-based model of agreement errors in comprehension and production. 105
Sarah Schimke, Lars Konieczny (Freiburg), & Barbarmfdeth (Aix-en-Provence)

37)Morpho—syntactic information contributes to short-term memory for se@esenc 10¢€
Judith Schweppe & Ralf Rummer (Saarland)

38)The Non-linear Interaction of Constraints in Pronoun Resolution 107
Kousta Stavroula-Thaleia (Cambridge)

39)An eye-tracking study of stressed pronoun resolution 108

Nicholas B. Turk-Browne & Ron Smyth (Toronto)
40)The Allocation of Memory Resources during the Incremental and ComputatiacaisBing of Compl
Sentence ---- A Case Study of Chinese Relative Clause Sentences. 109

Chin-Lung Yang, (Pittsburgh), Peter C. Gordon (Northollaa), & Charles A. Perfetti (Pittsburgh)
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9:00-9:30

9:30-10:00

10:00-10:30

10:30-11:00

11:00-11:30

11:30-12:00

12:00-12:30

12:30-2:30

2:30-3:00

3:00-3:30

3:30-4:00

4:00-4:30

4:30-5:00

5:00-5:30

Saturday March 27"

Maryellen MacDonald, (Univ. of Wisconsin-Madison), &h

Use of grammatical constraints in the processing of backwards anaphora 112

Nina Kazanina, Ellen Lau, Moti Lieberman, Colin Hb#, &
Masaya Yoshida (Maryland)

Knowing what a novel word is not: Efficient processing of prenominal adgscitiv

speech
Kristen Thorpe & Anne Fernald (Stanford)
Suprasegmental cues to meaning in child-directed speech
Erin McMahon Leddon, Jeffrey Lidz, & Jane Pierrehumigddrthwestern)
Break
Dianne Bradley, (CUNY), Chair

113

114

The on-line processing of contrastive stress in pronoun reference fesolut 115

Jennifer Balogh & David Swinney (UCSD)

tProsodic boundaries in the comprehension and production afuglstions in Toky

Japanese
Masako Hirotani (Massachusetts)
tProsodic phrasing in DO/SC and closure sentences
Catherine Anderson (Northwestern) & Katy Carlson (éhead St.)
Poster Session Il (Lunch Provided)
Edward Gibson, (MIT), Chair
Processing pitch accents: Interpreting H* and L+H*
Duane Watson, Michael Tanenhaus, & Christine Gunlo@gRonhester)
Grammatical repetition and Garden Path effects
Martin Pickering (Edinburgh) & Matthew Traxler (UC Davis)
Break

Neal Pearlmutter, (Northeastern University), Chair
On structure and frequency: Case in PP and VP
Markus Bader, Josef Bayer, Jana Haussler, Tanja Scioigtanz)

116

117

118

119

120

fRelative clause attachment in Dutch: On-line reading preferencesspame to

corpus frequencies when lexical variables are taken into account

121

Timothy Desmet, Constantijn de Backe, Denis Drieghtee(®), Marc Brysbaert

(London), & Wietske Vonk (MPI Nijmegen)
Construction frequency and sentence comprehension
John Hale (Michigan St.) & Edward Gibson (MIT)

Xiil

122

T Special Session
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Poster Session Il

Rapid Syntactic Diagnosis: Separating Effects of Grammaticality and Expgctanc
Alison Austin & Colin Phillips (Maryland)

Depth of Wh-Embedding: Experimental Evidence for the Convergence afeRrticessing and the

Economy of Representation
Markus Bader (Konstanz) & Tom Roeper (Massachusetts)

Syntactic templates and linking mechanisms: A new approach to grammaticarfiasstmmetries

Ina Bornkessel (MPI-CNS), Matthias Schlesewsky (Maghu Robert D. Van Valin, Jr.
(SUNY Buffalo)

Discourse Processing and Prosodic Boundaries

Katy Carlson (Morehead State), Lyn Frazier, & Chaf@difton, Jr., (Massachusetts)
Early effects of topicality, late effects of parallelism

Katy Carlson (Morehead State) & Michael Walsh Dickegrthwestern)

Reliability of prosodic cues to children in sentence processing

Youngon Choi (Pennsylvania) & Reiko Mazuka (Duke)

Similarities and differences in native and non-native sentence production

Susanna Flett, Holly Branigan, & Martin Pickering (Edindh)

Syntactic focus and first-mention status affect pronoun coreference

Stephani Foraker (NYU)

Dependency and length as processing constraints on word order in particle ctinssuc
Laura M. Gonnerman, Celina Hayes, and Anne JenkinsdheJniversity)

The on-line processing of relative clauses in Brazilian Portuguese andskngli

Ana Gouvea, Colin Phillips, & David Poeppel (Maryland)

The Costs of Maintaining Syntactic Predictions in Ambiguity Resolution

Daniel Grodner (Brown University) & Edward Gibson (MIT

Using a Speaker's Eyegaze During Comprehension: A Cue Both Rapid and Flexible
Joy E. Hanna & Susan E. Brennan (SUNY Stony Brook)

Agreement Processing in a complex number system

Annabel Harrison (Edinburgh), Rob Hartsuiker (Ghent)rtMaPickering & Holly Branigan
(Edinburgh)

Age-related effects in communication and audience design

William S. Horton & Daniel H. Spieler (Georgia Tech)

Chinese Counterfactual Conditionals

Jean C.-F. Hsu (National Tsing Hua University) Ovitl.JIzeng, & Daisy L. Hung (National Yang

Ming University)

Effects of phrase order on sentence processing in Chinese double-ahbijettires
Lingyun Ji, Todd Haskell, Elaine Andersen, & John HawkBsuthern California)
Reference resolution in Dutch: What pronouns and demonstratives can tell us
Elsi Kaiser (Rochester) & John Trueswell (Pennsyilwan

Effects of prosodic boundaries on ambiguous syntactic clause boundaries in Japanese

Soyoung Kang, Shari Speer, & Mineharu Nakayama (Ohi@)Stat

The influence of depicted event scenes on written comprehension of &soblguous sentences

Pia Knoeferle, Matthew Crocker (Saarland), & Christ§aheepers (Dundee)

The modulation of lexical repetition effects by discourse contexXER¥hstudy of coreference
Kerry Ledoux, Tamara Y. Swaab (UC Davis), C. Christianblin (Duke), & Peter C. Gordon (No

Carolina)
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32)
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34)

35)

36)

37)

38)

39)

40)

Noun Phrase Type and Referential Processing in Korean: An Eye-tracking Study

Hanjung Lee, Yoonhyoung Lee, & Peter C. Gordon (Nortrole)
On the Role of Pauses and Intonation in the Interpretation Of Senkéadied Parenthetical Adverbs

English
Yongeun Lee (Northwestern)
Constraints on Variables in Neural Net Syntax

Donald Mathis, Robert Frank, & William Badecker (Jolhfupkins)

Word-order and prosody in the attachment of relative clauses in Japanese

Michiko Nakamura (NAIST), Edson T. Miyamoto (U.Tsukuba/I$A&), & Shoichi Takahashi (MIT)
On the use of structural and lexical information in second language processing

Akira Omaki (Hawaii) & Ken Ariji (Shinshu)

Individual differences in online syntactic processing in monolingual adultsflested by ERPs

Eric Pakulak & Helen Neville (Oregon)

Distinguishing the indistinguishable: Frequency-based analyses of N400 effects
Dietmar Roehm (Marburg), Ina Bornkessel (MPI-CNS)fé8td-risch (Potsdam), Hubert Haider

(Salzburg), & Matthias Schlesewsky (Marburg)

Children's Comprehension of Japanese Topicalization and the Role of RefeCamtiakt
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Continuous update of the message during language productiam unrestricted
conversation: Evidence from eye movements.
Sarah Brown-Schmidt', Michael K. Tanenhaus
sschmidt@bcs.rochester.edu
YUniversity of Rochester

Understanding how production constrains comprehensionyiaadersa, will likely require investigations
of interactive conversation, where participants ah lspeakers and addressees. As a first step, we designed a
interactive task in which two naive participants weeated in front of displays containing an identicalo$eit4
pictures, separated into two domains that looked likentisla At the beginning of each trial, a picture on one
participant’s screen was highlighted, cueing that parti¢ipatell her partner to click on that object. Samegyet
objects appeared with a cohort competitor on the saneers (e.g., peach/peas) and some targets appeared with a
scalar contrast item, e.g., a large and a small p&sehreport data from twenty pairs; all mentioned efferts
reliable at p<.05.

Speakers frequently used pre-nominal scalar adjectives;tbgylarge peach” when target objects appeared
with a contrast member on the same island; wherontrast was present, scalars were rarely used (72% Vs. 8%
When the target and the contrast appeared on the skamd, iget the speaker failed to use a pre-nominal scalar,
disfluencies increased 20% over cases with a pre-noregaddr. We found the opposite pattern when a scalar
contrast was not present; here, extraneous modificatimnassociated with disfluency. Listeners’ interpratadf
their partner’s referring expressions reflected thesdifination patterns. When speakers mentioned whichdsla
the target was on, e.g. “On the top, the large peacliteasees interpreted these expressions with respee to th
referential domain indicated by the locative constaictind the scalar contrast member, e.g. rarely loakiagsize-
matched cohort competitor, ‘the big peas’ when the $and included the big peas, the big peach and the small
peach (but the small peas was on the bottom island).

Most strikingly, the speaker's eye movements to thérasihmember predicted the form of the referring
expression when a contrast was present. When sizeevas mentioned, speakers rarely looked at the contrast
member (e.g. the small peach), a markedly differentnpatiben for NPs with modification, where speakers gjibyc
did look at it. For trials with looks to the contrasember, the timing of the speaker’s first look to tbetcast
member predicted the form of the NP. When using presmainmhodification, speakers first looked to the contrast
object approximately 1900ms before the NP onset. Forrmosinal repairs, e.g., "The peach...oh...BIG one"
speakers first looked at the contrast 1600ms later, justebettering the NP. Thus, new visual information,
encountered during production led to a repair-- a processdtjaires continuous communication between message
formulation and utterance generation, perhaps via mamitor More generally, our results illustrate how the
interplay between eye movements and production can primgiights about the planning process during production.
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Paying Attention to Attention: Perceptual Priming Effects on Word Order
Rebecca Nappa, David January, Lila Gleitman & John Trueswell
nappa@psych.upenn.edu
University of Pennsylvania

In investigating language production processes, factorsxdrégntential word order receive much attention.
A role for perceptual prominence seems clear in ordesiimgle conjoined noun phrases (&gbear and a dag4],
and conceptual factors, like animacy, influence argumetgrde.g. assignment of grammatical subject) [2], but the
role of perceptual prominence in constituent order isaamcl Some find no relationship between initially-fec
stimuli and subject-role assignment [1], while othersl fievidence supporting a role for attention (perceptual
prominence) in constituent order [3,5]. These lattenimdations, however, have all been overt attentidtirge
devices, and often have rigid task demands allowing fommailhgeneralization.

The current study seeks to address these issues andgatethie role visual attention plays in descriptions
of scenes. Speakers’ attention was captured via a(B€ief5 ms) black target stimulus against a white background
immediately prior to scene presentation, covertly dngwinitial fixation to the scene participant in the
corresponding location. The covert cue was effectiwbracting initial fixation (eye movements were tratkeNo
participant reported noticing the manipulation in the pogterimental interview.

Two scenes types were used, designed to elicit eithgoi@ed Noun Phrases (CNPs), (e.g. A dog and a cat
sleep), or Perspective Verbs (e.g. give/receive). MNagrdemonstrated a Preferred (e.g. giver) and Dispreferred
(e.g. receiver) sentential subject for each Perspesitene, and strong effects of Left-Right position GiiPs.
Subjects were instructezhly to describe the scenes. Data were collected in af@X@rial design, crossing Left-
Right position with location of attention-capturing prime

Order of mention of scene characters was coded (bt®.t€ollapsing across sentence types, significant
effects of Left-Right Position and Priming were obseiMeftmost and attention-captured entities were nikedy|
to be first-mentionedp(s<0.05). Further analyses showed that Left-Right positias significant only for CNPs
(p's<0.05), not for subject selection in Perspective verBsth sentence types, however, showed significéaib)es
effects of Priming, with primed characters more likelyappear first in CNP$'6<0.05) and to be the subject of a
Perspective verlp(s<0.05).

Results suggest that perceptual prominence (covert attesgtjiiure here) can influence subject choice, at
least when sentence structure is largely preserved (fi&e gives /The woman receives the gift”). Different
syntactic structures will be investigated, including Syrmnioa&l predicates (e.g. hug, meet) which allow for véoia
between independent and shared subject roles, and Tvasigéig. shoot, hit), which require passivizationdjast
first-mentioned participant. Overall, our data offer supgor a production model with some degree of
incrementality in sentence production and word ordererttains to be seen whether major structural re\ésiam
be driven by covert attention capture.

Percent Character A* First-Mentioned

Coinjoined NPs
Character A Primed Character B Primed Average
Character A on Left 82% 64% 73%
Character B on Left 52% 41% 46%
Average 67% 53%
Per spective Verbs
Character A Primed Character B Primed Average
Character A on Left 84% 74% 78%
Character B on Left 77% 61% 70%
Average 81% 66%

* Character A = preferred subject for Perspectives, arbiti@ssigned for CNPs.
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Incrementality, prediction, and attention in a scaleable atwork model

of linguistic competence and performance.
Marshall Mayberry, Matthew W. Crocker
martym,crocker@coli.uni-sb.de
Saarland University

An ever-increasing body of experimental evidence fronthmdinguistic studies indicates that people not
only interpret sentences incrementally, dynamicalljsing their interpretations as they encounter néevimation,
but also that preferred interpretations generate expatsadibout what is to follow. It has also been distadd that
the human processor has the ability to integrate diveosirces of information, including prosody, syntax and
semantics, frequency, discourse, and even from visuaésa®ntaining objects and events.

When taken collectively, these hallmarks of linguigiicformance - incremental, dynamical, probabilistic,
integrative, and predictive - have led many researdioeegplore subsymbolic models of sentence comprehension.
Because subsymbolic systems automatically develop ditddlrepresentations according to soft constraints, they
have been successfully applied to cognitive phenomenahimh more data exists than theory. Yet such systems
have proven to be very difficult to scale up to realikels of linguistic coverage and complexity. Furthementre
very nature of distributed representations makes it diffto ascertain whether such models are achieving adequat
linguistic competence, let alone the precise form ¢batpetence takes.

In this paper we present a network architecture foremental sentence comprehension that is both more
transparent and scaleable, yet also broadly exhibiteenmental ambiguity resolution behaviour that is still
cognitively plausible. The model is based on a simptarrent network, but generates explicit semantic
representations of input sentences. The network wiagttran hand-annotated Minimal Recursion Semantics (MRS
dependency graphs of some 5000 sentences from the reatediyad LinGO Redwoods HPSG Treebank (Oepen,
Flickinger, Toutanova, & Manning, 2002), and was able tarately learn to incrementally develop and revise such
deep semantic representations. Examination of theonetwvealed that it also could maintain several adtéve
interpretations simultaneously, pruning away those whiere untenable. When tested on the original VerbMobil
sentences from which the Redwoods Treebank corpus aresctibed, the model demonstrated robustness to many
of the speech errors, repairs, and dysfluencies of thidgmal sentences. Finally, when trained and tested o
variant of the McClelland and Kawamoto data on the miéipoal phrase attachment ambiguity, the model was abl
to account for the data as well as previous subsymimalaels which had been crafted to model that data only.

We further report recent findings on extending the archite to modelling language comprehension in
context. For example, the revised model permits semeeqiesentations of visual scenes to be input concilyrent
with the incremental processing of words from a relatiterance. Our simulations indicate that the modablis to
exploit scene information in a manner suggested by redemtl world studies (Kamide, Scheepers, & Altmann,
2003; Knoeferle, Crocker, Scheepers, & Pickering, 2003) teipate and resolve an ambiguous sentence-initial
noun phrase in favor of the role played by the corredipgncharacter in the scene. A further extension dinfates
several experimental results into a single networkdhiattly maps highly-active semantic representatioqmsdally
recently encountered or anticipated material) to vigubdpicted entities and events. Preliminary results sttjges
mapping may permit more precise modeling of attentionsimal scenes in response to linguistic stimuli, ascifte
by visual world experiments. Such a model should helpasetapart the influence of short-term contextual sffect
of the immediate visual environment from the long-teempirical role of language experience reflected by the
models training.

References

Kamide, Y. Scheepers, C., & Altmann, G.T.M. (2003). Inéign of syntactic and semantic information in
predictive processing: Cross-Linguistic Evidence from Gearmnd English. Journal of Psycholinguistic
Research. Vol 32(1), pp. 37-55.

Knoeferle, P., Crocker, M.W., Scheepers, C., & PiclgrM.J. (2003). Actions and Roles: using depicted events for
disambiguation and reinterpretation in German and Endbstteedings of the 25th Annual Cognitive Science
Conference, Boston, Mass.
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Syntactic and Semantic Predictors of Tense in Hindi: AEERP Investigation
Andrew Nevins', Colin Phillips?, & David Poeppef
anevins@mit.edu
MIT; ®University of Maryland, College Park

Previous ERP studies have shown that different typesingtiistic anomaly give rise to differing
electrophysiological response profiles, reflecting §raactic, semantic, or phonological source of the alprtf.
Hagoort & Brown, 1999; Friederici, 2001). In this study we tatteantage of the split-ergative case-marking system
of Hindi to set up two types of tense-marking violatiofise violations themselves are identical, but thésearom
predictions that are generated either by a syntactiocusy a semantic cue (cf. Allen, Badecker, & Osterhout
2003). We show that the same violation elicits cleadptrasting responses, depending on the source of the
prediction. This indicates that the parser tracks nigtthie content but also the causes of its linguistidigt®ns.

Hindi is one of many languages that follow a tense/admesed split-ergative case system. Present and
future tense clauses follow a nominative-accusative sgstem, but past perfective clauses follow an ergative
absolutive case system. Hindi clauses are also callgnverb-final. Therefore, case marking can provideia to
the tense of an upcoming verb. For example, ergativeicasdy allowed on the agent in past perfective ttarsi
clauses (ergative case is restricted to transitiveestd)j Hence, an ergative-marked subject provides aleelia
syntactic cue that the upcoming verb is past tenserndtively, it is possible to predict an upcoming pastdemsb
using only semantic information, by presenting an adakshbich as ‘last week’ in an intransitive clause. &ctisj of
intransitive clauses are marked with nominative oaké&h provides no cue to the tense of the verb. Usirge two
types of predictors of past tense, we compared ERP resptmsentences with congruous (past) and incongruous
(future) tense-marking, as illustrated in (1-4).

(1) Haalankipichle shaamvo rahgiir patthar ke-upagiraa, lekinuse choT nahiin aayii
Althoughlast  night that traveler stone uponfell-past, but to-him injuries didn’t happen
“Although last night that traveléell upon a stone, he wasn't injured”
(Adverb, Congruous Tensg

(2) *Haalankipichle shaamvo rahgiir patthar ke-upairegaa, lekin use choT  nabhiin aayii
Althoughlast  night that traveler stone uponfell-fut, but to-him injuries didn’t happen
“Although last night that travelexill fall upon a stone, he wasn't injured”
(Adverb, Incongruous Tens¢

(3) Haalankius bunkar-ne ek baRaa sveTar jaldibunaa, lekin graahak-ne sabhii-ki kimaat ek-hi dii
Althoughthat weaver-ergone big  sweater quickiyove-past but customer-erg all-of prices same gave-past
“Although that weavewoveone big sweater quickly, the customer paid the same fof tdem”
(Ergative Subject, Congruous Tense)

(4) *Haalankius bunkar-ne ek baRaa sveTar jaldibunegag lekin graahak-ne sabhii-ki kimaat ek-hi dii
Althoughthat weaver-ergone big  sweater quickiyove-fut, but customer-erg all-of  prices same gave-past
“Although that weavewill weaveone big sweater quickly, the customer paid the same fof tlem”
(Ergative Subject, Incongruous Tense)

All critical verbs appeared at the end of a preposed aidvethuse, in order to ensure that ERP responses
were not contaminated by end-of-sentence wrap-up eff€bis distance between the verb and the tense-cue was
held constant across conditions. Native speakers aliHim=10) read 30 examples of each of the 4 conditions
(drawn from 120 sets of items, Latin Square design), ip¢esed with 330 fillers. Sentences were presented visually
in Devanagari script in an RSVP paradigm (650ms SOA) wdoidinuous EEG was recorded at 30 scalp electrodes.
Subjects responded to an acceptability judgment after ®adlence. Results showed a clear contrast between the
two types of tense violation. Syntactically-cued tewsaations elicited a P600 response, with a standard
occipital/parietal scalp topography, F(1,9)=5.52, p<.05. In eshtrsemantically-cued tense violations elicited a
centrally distributed N40O response.

Given that ergative case and the adverbial are equally giedictors of past tense morphology, and given
that the tense violations were identical across ¢mmdi, the differential ERP responses indicate thatpérser
tracks not only predictions but also the causes of thasgictions. A parsing model that merely tracks théssizl
reliability of the cues to tense, or a system thatks the content but not the cause of linguistic vimtat would
have difficulty in explaining our findings. We propose indt@at the cues for incremental representation aredsto
in a modular architecture.
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Parsing and Grammar — Evidence from Infinitival Complementation
Tanja Schmid, Markus Bader, Josef Bayer
tanja.schmid@uni-konstanz.de
University of Konstanz, Germany

This presentation will adress the topic of complexityhiiman parsing and the means provided by the
grammar to reduce complexity. Our domain of inquiry willibfnitival clauses as they are found in verb-final
languages like Dutch or German. Such clauses can eithmderéheir selecting control verb or follow it, aswh
in (1) (intraposition) and (2) (extraposition).

(1) lch weil3, dass Max ein Buch zu lesen versucht hat.
|  know that M. a bookto read tried has

(2) Ich weil3, dass Max versucht hat, ein Buch zu lesen.
| know that M. tried has a boak read

While extraposition is a well-known mean to avoid cemt@bedding, the grammar offers a second option to
reduce the processing load caused by infinitival claudes:syntactic process of clause-union allows to merge th
infinitival clause with its matrix clause, therebyrtsforming a biclausal structure (3) into a monoclausal(din

(3) [S_fin NP1 [S_inf NP2 V_inf] V_fin]
(4) [S_fin NP1 NP2 [V V_inf V_fin]]

After clause-union, a sentence with an infinitivatngdement has a the same structure as a sentencenhjth o
non-clausal arguments. Clause-union has two crucial prepdérdom a processing perspective. First, it is nobhds
on the surface (for sentence (1), the grammar proviolsanalysis (3) and (4)). Second, only a subset of@ont
verbs allow clause-union, as shown by several synttests.

While the phenomenon of clause union has attractedhsivie attention within grammatical theory,
psycholinguistic work is rare (e.g., Bach, Brown & MarsWilson, 1986; Joshi, 1989). We have conducted several
experiments investigating clause-union in German. Risstneasured the clause-union property of control verbs by
letting subjects rate verbs in various clause-uniors tegien from the syntactic literature. Then we conduti®
selfpaced-reading and two speeded-grammaticality judgmentsraepési The main results are:

e Overall, intraposition is more difficult than extrajtms

< Intraposition but not extraposition correlates withe tclause-union property of verbs: The general
disadvantage of intraposition (center-embedding) is styaegluced with verbs allowing clause-union.

« Readers compute a monoclausal structure even for disddfowing clause-union, as shown by the absence
of semantic effects connected to biclausal structuresself-paced reading study.

We argue that this pattern of results is compatible thidories of phrase-structure parsing assuming that
phrases are computed incrementally even when theiribéadinal position but not with head-driven models. Due
to principles like Minimal Structure Building and Right Asstion, the parser will always compute the monoclausal
structure during first-pass parsing. This structure is evaduas soon as the verb arrives which might result in a
mismatch if the verb does not allow clause-union. Hewethis lexical mismatch does not result in an autmma
structural revision. For verbs allowing clause union,therefore get a reduction of complexity with intraposed
infinitival clauses because clause-union eliminatesbibkausal structure (that is, the complexity-causingaent
embedding) without interfering with the verb's selectipmoperties. For verbs disallowing clause-union, the
monoclausal structure is also kept, resulting in a canflith verb properties and the absence of semangctsff
connected to the biclausal structure. In sum, our acapiains the strong correlations between comprehension
measures and clause-union properties of verbs. We vaill $fow our account can be implemented in a theory of
phrase-structure composition along the lines of Phi(R09€3).
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“But It's Already On a Towel!”:

Reconsidering the One-Referent Visual Context
Paul E. Engelhardt, Karl G. D. Bailey, & Fernanda Ferreira
paul@eyelab.msu.edu
Michigan State University

A great deal of recent work in psycholinguistics makes afséhe so-called visual world paradigm.
Participants move objects in response to spoken commandsthe critical manipulations concern the relation
between the visual world and the linguistic featureefutterance. In a seminal study (Tanenhaus et al., 1995),
was reported that if there are two objects of theesgqme, an ambiguous PP is immediately interpreted asidieno
because the information is necessary to pick out thepreferent. In contrast, in one-referent conditigrigure 1),
participants are garden-pathed given a sentence such @sifiprehenders misinterpret the PP as a goal because the
PP is not pragmatically necessary.

Closer examination of the one-referent conditionsciiis conclusion into question, leading to concerns
about the appropriateness of the visual world paradigntddyisng parsing. First, adults tend to make errors in the
one-referent condition (Trueswell et al., 1999). More irtgotly, the pragmatics of the visual world make it seem
unlikely that participants would often interpret the PRaamal, because the object is already in a locafidheo
specified type. To examine this issue systematicallydumtion and comprehension experiments were conducted.

In the production experiment, ten participants interactitd & confederate, asking her to move objects
around in accordance with a diagram the participants hfadritof them. In one condition, the participant hatktl
the confederate to put an object such as an apple abigtigly on a towel onto another towel. In the otbandition,
the object on a towel was to be moved to a diffegeatt — a box, for example. In the latter condition, 78%hef
time participants simply said “Put the apple in the boxit iB the former condition, on no trial did any participa
say “Put the apple on the towel”. Instead, some memtidhe existence of two towels was always made. Titnes,
input comprehenders receive should not lead them even mtarie to misinterpret the ambiguous PP as a goal in
the one-referent condition.

The second experiment tested this prediction. Participanésved either short (2) or long (3) instructions,
which they executed while wearing a head mounted eyetratkerresults showed that participants made twice as
many fixations to the goal when they heard (2a) comp@ré2b). This result suggests that comprehenders did not
interpret the PP as a location as strongly when gf2bh as when given (2a). Also, participants made incbrrec
moves 22% of the time when given (3a). Three quarteiteeahcorrect moves were made within the first sixlst
This pattern indicates that participants were confusethidogombination of the instruction and display in dhe-
referent condition. These results imply that perforneaimc the one-referent condition does not reflect garden
pathing, which also calls into question the interpretatf the findings from visual world paradigm studies used to
test interactions among information sources during congmson.

(1) Put the apple on the towel in the box.
(2) a. Put the apple in the box. (different goal)
b. Put the apple on the towel. (same goal)
(3) a. Put the apple on the towel in the box. (diffegmal)
b. Put the apple on the towel on the other toweinésgoal)

target same

object goal
distractor different

object goal

Figurel
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Presupposition and referential prediction in real-timesentence comprehension
Craig G. Chambers, Valerie San Juan
craig.chambers@ucalgary.ca
University of Calgary

Previous visual world studies have shown that predicatecbaformation rapidly constrains the candidates
available for subsequent reference. For example, upombeawerb or preposition (e.g., "The boy wiltthe..." /

"Put the cubeinside the..."), consideration is immediately narrowed to scebgcts whose properties are
compatible with the evoked event (e.g., edible thingmfainers, Altmann & Kamide, 1999; Chambers et al., 2002).
This outcome has been suggested to reflect an expedbatsea processing system that continuously integrates
linguistic and nonlinguistic information to define thedrpretive domain for subsequent input.

One characteristic of these studies is that the anteproperties of referential candidates (e.g., edibility
containerhood) could always be assessed through visyadctitn. This raises the question of whether rapid
anticipatory effects depend on the ability to identifyceetually-based "affordances"” of objects-- a processith
often argued to be an automatic and possibly precognidimganent of visual perception (e.g., Gibson, 1977). This
question is important for two reasons. First, it baar the generality of the reported effects, e.g., drahe effects
still occur when the linguistically-relevant propert@scandidates are imperceptible, and/or whether perceptibl
properties are particularly salient in visual world experits. Second, recent "embodied" approaches to language
understanding propose that linguistic and conceptual symtmtgraunded in perception (e.g., Barsalou, 1999) and
that establishing the meaning of a sentence invaless/ing affordances from these perceptual symbols (e.g.,
Glenberg & Robertson, 1999). The goal of the current sivaly to evaluate whether and how non-perceptual
information associated with referents is used in these of real time referential interpretation.

In three experiments, we monitored listeners' eye mems as they followed instructions such as "Put the
triangle in area two. [...] Now return the triangleatea...". Experiment 1 showed that the vetbrnimmediately
restricted attention to an object that was moved duangearlier trial. In contrast, no anticipatory effe@s
observed when the nonpresuppositional vexdvewas used. This suggests that the presupposition of previous
displacement evoked lgturn was immediately integrated with information in memoopncerning the "history" of
candidate referents. Experiment 2 provided further eviddratepredicate-based constraints are evaluated against
non-perceptual properties of candidates. Using a refatemtinmunication task, we found thraturn restricts the
listener's attention to only those objects whose&ipus displacement is known to both the speaker anddtemér.
Experiment 3 investigated how referential candidacy i©éurtontoured by pragmatic factors, namely the perceived
goal underlying the original action of displacement. i€altinstructions were of the type "Attach the triamtg the
[top/side] of the square... Now return the triangle"toWhen the moved object formed part of a new recapiée
object (e.g., a "house", given the "top" instructiorgtehers were slower to fixate this object upon heamurn
than when the first action did not produce an identiéiad@w object (e.g., with the "side" instruction). Sthias the
case regardless of whether a purpose clause explicitlycheraenew object (e.g., "Attach the triangle to thedb
the squaréo make a housg

Taken together, the results clarify the kinds of infdiorathat are relevant in the real-time constructibn
referential domains: First, lexical presuppositions appeaestrict domains in the same way as "core" lexical
constraints, e.g., selectional restrictions. Sectiieke domains reflect an evaluation of the concepprapérties”
of referential candidates (including their relationsloiphte goals of ongoing behavior), and not simply perceptual
based affordances. We suggest that this second outcoeadsrimitations in the explanatory value of affordarice
embodied approaches to language.
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Anticipatory Eye Movements Reflect Semantic Event Structre,

not Subcategorization Frequency
Julie E. Boland, Jessica Cooke
jeboland@umich.edu
University of Michigan

Spoken language eye movement research, introduced by TBarseethal. (1995), is fulfilling its promise by
clarifying how lexical, semantic, and world knowledge iategrated during sentence comprehension. Tanenhaus et
al. demonstrated that real world context influencednbarpretation of a syntactically (and semanticaligpayuous
sentence. Anticipatory eye movements in passivaniisgetasks (e.g., Altmann & Kamide, 1999) are of particular
interest for understanding how verb-based knowledge is tmdever, insights from this research are probably
limited to semantic, as opposed to syntactic, repre$emsa For example, Altmann and Kamide reported
anticipatory looks to a cake upon hearing “The boy ate thcompared to “The boy moved the...”. Do those looks
reflect an expectation that food will be mentioned beeahe verb is transitive? Or do the anticipatoridaoeflect
understanding the verb’s meaning? For most verbs, $im#aa semantic arguments are identical, but regardiess o
whether “eat” is used transitively or intransitivalg semantic event structure is unchanged. Theredgec object
(DO) in the surface form of “The boy ate at 9:00.”, the sentence means that he ate something

Experiment 1 compared transitive-biased and intransiiageld verbs for which the semantic event
structure required a theme. The intransitive contrareff neither a syntactic nor a semantic slot fdreane. In
Example (1), the verb conditions are separated by slashssntence completions, a NP complement occurred 86%,
45%, and 5% of the time for each verb type, respectiVdlg. probability of an anticipatory look to a potenfisD
was not predicted by subcategorization bias. Ratha@risitively biased and transitively biased verbs skloare
equally high proportion of looks to a potential DO compapethe intransitive control. The critical time wingo
included the verb and the subsequent word. Participargaéidtpassively and answered comprehension questions.

This result may appear to conflict with Snedeker and Tvelés (2003) finding that verb bias influenced
looks to a target instrument (e.g., feather) followimgambiguous DO modifier\instrument (“with the feather”).
They compared verbs like “tickle” that were very freqlensed with instruments in sentence completions, with
verbs like “feel” that were less frequently used witbtioments and verbs like “choose” that were most afted
with DO moadifiers. Their paradigm differed from ours iratttparticipants carried out the specified action, and
crucially, the critical window followed the onset déather” rather than the onset of the verb. Theegfone cannot
conclude that the verbs implicitly introduced an instrutriato the discourse model, weighted by co-occurrence
frequency. Rather, the verb bias effect may refleat world knowledge constraints on ambiguity resolution.

Experiments 2 (originally presented at CUNY-2002) and 3 exploogd dontext/plausibility influenced
anticipatory looks to potential arguments (recipients) atjuncts (instruments, locations) during passive listenin
Example sentences are in (2) — (4), with plausible and imjlle targets separated by a slash. An effect of
plausibility was found for arguments only, and only whethla plausible and implausible argument were pictured.
That is, upon hearing “The newspaper was difficult to lmadhe mother suggested it anyway...” participants were
just as likely to make an anticipatory look to a toddeaaeenager, if only one potential recipient was péctuin
contrast, when both a toddler and teenager were pictilveteenager received more anticipatory looks.

These results, taken together with prior research, sutfygedollowing generalizations and implications.
Hearing a verb directs visual attention to its lexicajpecified arguments. This argument status effect reflect
semantic event structure rather than syntactic sujmatation. Therefore, semantic interpretations muest b
developed rapidly, perhaps in an anticipatory manner, guidethéywerb’'s event structure (or in verb-final
languages, the event-structure suggested by phrases etimtysantence). Plausibility effects, reflecting the of
real world knowledge, are observed only when choosingngnmaultiple objects that satisfy the event structure
constraints.

Examples

(1) The bully had had a bad morning, so he attacked/foughtéd@eciduring the lunch period at school.

(2) Dative/Recipient. The newspaper was difficult to read, but the mother suggested it anpwdert
teenager/toddlefast week.

(3) Action/instrumentThe donkey would not move, so the farmer beat it vigorously with éhatigvery day.

(4) Intransitive/LocationThe girl slept for a while on the bed/htinés afternoon.
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Relative Clause Prediction in Japanese
Masaya Yoshidd, Sachiko Aoshimd, & Colin Phillips*
masaya@umd.edu
YUniversity of Maryland?American University

The head-final property of Japanese presents many ateatiards for incremental parsing, among which
the head-final relative clause (RC) structures are perttee most notorious. There is normally no indicatibthe
RC structure until the end of the RC, and this givestosedely discussed cases of processing difficulty (e auen
1991; Mazuka & Itoh, 1995). In this paper we present three expetinthat show that Japanese speakers are able to
use cues from numeral classifiers to anticipate an upgpRC structure and hence avoid the processing difficulty
normally associated with RCs. Furthermore, these saree are sufficient to block the formation of long-aliste
dependencies that would violate island constraints amsgaing.

The presence of an RC in Japanese normally canmstbeted until the parser reaches the head of the RC,
or in unambiguously embedded structures the complementisewdeb (1). Our studies explore the consequences of
the fact that genitive numeral classifiers associatigal the head of the RC may precede the RC. Thereames
where the numeral classifier is semantically incoifppatvith the subject of the RC, as in (2), where tiieneral
classifier (satu) and its potential local host NP gse) are mismatched. This mismatch may provide a ctieto
presence of an RC structure.

Experiment 1 (sentence fragment completion, n=121) showed Idbally matching vs. mismatching
numeral classifiers successfully regulate expectationdgR€@s. In classifier-mismatch conditions (3a) 86.5% of
completions involved RCs, whereas in classifier-matonditions (3b) there were almost no RC completions
(0.02%). Experiment 2 (self-paced reading) showed that infam&om mismatching numeral classifiers can be
used online to avoid classic garden path effects assdaidth RCs. Reading times at the embedded verb, which
disambiguates in favor of the RC structure, showed afgigni facilitation in the classifier-mismatch cotidn (4a)
relative to the classifier-match condition (4b), F4Q)=4.4, p<.05, F2(1, 23)=4.2, p<.05.

We next investigated whether information from mismaighnumeral classifiers not only predicts an
upcoming RC structure, but also triggers syntactic comssranvolving RCs. Previous studies on Japanese parsing
show that speakers favor a long-distance scrambling/siealf fronted dative NPs (Aoshima et al., 2003). This
preference is potentially in conflict with the comstit on scrambling out of RCs (Saito, 1985). Experimentl- (s
paced reading) replicated Aoshima et al.’s finding of avereal Filled Gap Effect in conditions with matching
numeral classifiers (6), but showed that this effea@mjieared in conditions where mismatching classifiergateli
an upcoming RC structure. The Filled Gap Effect (Crainofid¥, 1985; Stowe, 1986) was observed in a slowdown
immediately after the embedded dative NP in the scralwhkgtch condition (6a) relative to the unscrambled-match
condition (6b), F1(1, 86)=4.6, p<.05, F2(1, 23)=5.02, p<.05. This eiffeexpected if the fronted dative NP
undergoes long-distance scrambling that places it insigleetibedded clause. No such contrast is found in the
classifier-mismatch conditions (5a, 5b), Fs<1, indigatimat long-distance scrambling is blocked when classifie
cue an upcoming RC. Thus, island constraints on movesp@ht immediately in Japanese, as found in English (e.g.
Stowe, 1986; McElree & Griffith, 1998), despite the extremgyraf these constructions in Japanese.

Examples

(1) [Taroo-ga  gap yonda] hon... Taroo-Nom read book...
‘The book that Taroo read...’
(2) [san-satu-no [sensee-ga yonda] hon]...
three-Classifier(book)-Gen teacher-Nom reaik bo
‘three books that the teacher read’
(san-satu means roughly three copies.)
(3) a. Dono NP-ni NP-top san-satu-no Adj sensee-ga ...
which NP-Dat three-classifier(book)-Geadger-Nom
b. Dono NP-ni NP-top san-nin-no Adj sensee-ga ...
which NP-Dat three-classifier(human)-Geacher-Nom
(4)a. NP-top / san-satu-no / Adj / sensee-ga / Adj/ P{[Adv / V / hon-o / NP-Dat / V. three-Cl(book)-Gen
teacher-Nom book-Acc
(4)b. NP-wa / san-nin-no / Adj / sensee-ga / Adj / NR-DAdv / V/ hon-o / NP-Dat / V. three-Cl(human)-Gen
teacher-Nom book-Acc
(5) Classifier Mismatch Conditions
a. Wh-Dat / NP-Top / three-Cl(book)-Gen / Adgather-Nom / Adj/ NP-Dat / Adv / V / book-Acc / V-Q?
b. NP-Top / wh-Dat / three-Cl(book)-Gen / Ad¢ather-Nom / Adj/ NP-Dat / Adv / V / book-Acc / V-Q?
(6) Classifier Match Conditions
a. Wh-Dat / NP-Top/ three-Cl(human)-Gen / Adjddher-Nom / Adj / NP-Dat / Adv / V / book-Acc / V-Q?
b. NP-top / wh-Dat / three-Cl(human)-Gen / Atddcher-Nom / Adj/ NP-Dat / Adv / V / book-Acc / V-Q?
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2-year-olds use verb information in rapid inferential learnng of novel nouns
Anne Fernald, Renate Zang|, Tiffany Early, Ana Luz Portillo, ard Carolyn Quam
fernald@psych.stanford.edu
Stanford University

Adults can use verb information to limit the domaimtach reference will subsequently be made by a post-
verbal grammatical object in online sentence intagpian (1). In a picture-book task children too used seimant
context to infer the appropriate referent of a noveimthematically related to a familiar verb (2). Becatlsitdren
in such offline tasks typically check out the options gutlicate their choice after several seconds, it i<lear how
rapidly these inferences occur. Can young language learsedgguistic knowledge online as the sentence unfolds
to identify the referent of a novel object word paiveth a semantically constrained familiar verb?

We observed 36 26-month-olds in an online looking-whiledisng procedure (3). On 8 Teaching Trials
children were shown two pictures of exotic objectsapahese pastry paired with a plastic appliance, or a 3ethee
Indian rickshaw paired with a multicolored scrubber, afammliar and carefully matched for visual salience.4n
trials they saw the pastry/appliance pictures and heandc¥io eat the manju; on 4 they saw the rickshaw/scrubber
pictures and heard You can drive the tempo. On 8 TestsTafaldren saw both target objects together and heard
either Where's the manju? or Where's the tempo? Videords of eye movements on were coded frame-by-frame
by coders unaware of trial type and target locationufaty on Test Trials was well above chance: childnapped
manju onto the pastry and tempo onto the vehicle. A&vater children were asked to identify the referents of
manju and tempo in a book containing 4 pictures/page. Gaeeagnition of both target words showed longterm
retention of the mappings between novel words and uritanoibjects learned inferentially.

The most surprising finding was how quickly 26-month-olds ntadeconnection. The very first time they
heard You can eat the manju or You can drive the temfiteipresence of two unfamiliar objects, children began
orienting to the correct target picture as they heaedsénb. Thus by the time the novel object name \paken at
the end of the sentence, almost 80% of the childrer aleeady looking at the appropriate referent. Althouglenon
of the four unfamiliar objects was ever directly idéati as a manju or a tempo, 26-month-olds used verb
knowledge to infer correctly which novel picture should associated with each novel word. Moreover, verb
knowledge motivated children’s search within a fractidra second on their first encounter with the unfaamili
words.

References
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Age-Related Effects on Learning to Parse: Evidence from ¢tean-English
Bilinguals
Jeeyoung Ahn Ha
j-ahn3@uiuc.edu
University of lllinois at Urbana-Champaign

Recent work on bilingual processing of relative clauge) (&tachment preferences (e gomeone shot the
servant of the actress who was on the balytmg revealed clear cross-linguistic variation as agtlifferences in
parsing in bilinguals and monolinguals (e.g., Cuetos & Milch1988; Dussias, 2003; Fernandez, 1999;
Papadoupoulo & Clahsen, 2003). Such differences may refleetajiemed cross-linguistic differences in parsing
strategies (Mack, 1992), and if so, they challenge thélitsalof universal parsing approaches, while being more
compatible with experience-based parsing models that agodate variation in learned parsing routines.

In particular, bilingual processing studies have revealedeffect of learner variables on RC attachment
preferences, although not all are in agreement abouthwbsriables are most strongly associated with such
preferences. One variable of special interest istfgeat which a bilingual has been exposed to his/herut2here
is little data on the relationship of this varialdeRC attachment. In addition, any conclusion concerbitingual
processing based solely on speakers of Western languagas seomplete, calling for investigations based on
users of non-Western languages.

This study thus compared first and second language processingniolingual and bilingual speakers of
Korean and English in the resolution of RC attachnaembiguities, as shown in the Korean example below:

(1) Palkhoni-ey iss-nun yepaywu-uy kay-lul nwukwunkahong-ulo sswassta
balcony-loc is-rel. actress-gen. dog-é@omebody gun-with shot (past)

(= Somebody shot (the) dog of (the) actresswiaton (the) balcony.)

Three questions were asked: (1) Are there parsing diffesdpetween Korean and English monolinguals?
(2) Do bilingual speakers of Korean and English parse ailmito monolingual speakers of these languages? and,
(3) Does age of L2 exposure (AOA) have an effect on pgPsjwith AOA operationalized here as age of arrival in
the country of the target language)

Participants in the study were 21 Korean monolinguals, Iigfnmonolinguals, and 41 Korean-English
bilinguals ranging from advanced to native-like English ipi@fcy, categorized into three different groups based
upon age of arrival in the United States (i.e., edrhge 7< late< age 12, aduit age 20).Two off-line non-timed
questionnaires on RC attachment ambiguity, similarht® dne used in Fernandez (1999), were used. Results
indicated that English and Korean monolinguals preferréiffeattachment sites. Regardless of AOA, the bilirgyual
showed preferences similar to those of Korean mogoéis when processing Korean (L1). However, in processing
English (L2), only the early bilinguals performed sinlyjaio English monolinguals. The late and adult bilinguals
used L1 parsing strategies when processing their L2. This sisgtfeat, despite lengthy L2 exposure and/or
advanced L2 proficiency, bilinguals who were exposed ta th2iafter a certain age continue to use L1 parsing
strategies, at least with respect to RC attachment.

These findings can be explained by experience-based parsidglsnwhich permit customization of the
parser for different languages that in turn, in conjumctith age-based maturational effects, may result fereifit
parsing routines.
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Integrating the Spatial Semantics of Verbs and Prepositian
Ben Acland, Nicole Baggette, Henry Bley-Vroman, Natalie KleinElspeth Llewellyn,
Gabrielle Osborne, Jacob Stiglitz, Andrew Waser, Robert Thorton, & Martin Hackl
robert.thornton@pomona.edu
Pomona College

Tenny (1995) distinguishes between motion verbs, whichifgpaotion along a path (e.glart, wandej),
and stative verbs, which do not (esgluawk slee). Prepositional counterparts to these two types ifsvare the
PATH functions (e.gacross to), which specify motion along a path, and PLACE fundi¢ag.inside at), which
locate an object's static position in relation tother's (Jackendoff, 1983). Thus, motion verbs typicakg PATH
functions whereas stative verbs typically take PLAGEcfions. We investigated how the spatial semantitsesie
types of verbs and prepositions are integrated during oséintence processing. Crucially, we examined cases in
which a motion verb is juxtaposed with a PLACE functidWe reasoned that there are two mechanisms by which
this conflict can be reconciled. (i) Verb priorithe verb determines whether the phrase is describiraction
taking place along a path or at a location. Thus, tteegretation of the preposition is enriched to accomeoitte
path bias of the motion verb (e.go protect her nest, the bird darted at the hunter just)nogi) Preposition
priority: The path of the verb is omitted and the iptetation of the preposition is not enriched (ehbggause he
woke up early, the child wandered at the school last Tugsdde main difference between these two is thati¥p
the interpretation of the preposition is coerced inRATH reading, whereas for (ii), the path of the vierbimply
omitted, as it is optional. One prediction of this@ut is that reading times for (i) relative to a biaseshould be
increased as a result of the enriched interpretatign, (Eraxler et al., 2002), whereas reading times foskiguld
not be higher than baseline because the verb’s patttitnal. This prediction was confirmed using a singbeew
self-paced reading task, using stimuli like the verb pridgréyns in (1) and preposition priority items in (2).

Examples

1) Verb Priority
a. Motion verb, PATH preposition: To protect her ndst bird darted to the hunter just now.
b. Motion verb, PLACE preposition: To protect hertpn#se bird darted at the hunter just now.
c. Stative verb, PATH preposition: To protect hertniée bird squawked to the hunter just now.
d. Stative verb, PLACE preposition: To protect hett,ibée bird squawked at the hunter just now.

(2) Preposition Priority

a. Motion verb, PATH preposition: Because he woke upy,etlre child wandered to the school last
Tuesday.

b. Motion verb, PLACE preposition: Because he woke uty,ethe child wandered at the school last
Tuesday.

c. Stative verb, PATH preposition: Because he woke tlg, ¢he child slept to the school last Tuesday.

d. Stative verb, PLACE preposition: Because he woke dp, ¢lae child slept at the school last Tuesday.

For the verb priority items, both of the inconsistéams (1b & 1c) have significantly longer RTs thagm th
consistent ones (1la & 1d), whereas for the prepositiamitgrones, only (2c) is slower, with (2b) on par lwihe
consistent items. Moreover, this effect is evidegdibning with the word after the preposition, supportindggalk
incremental view of the integration of spatial senw@mnt The results will be discussed in relation to méece
psycholinguistic accounts of enriched composition (Makbeal., 2001; Pinango et al., 1999; Traxler et al. 2002).
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Context and the real-time comprehension of scope ambity
Catherine Anderson
canderson@northwestern.edu
Northwestern University

This study investigates the on-line comprehension of lganiantified sentences such as (1a). These
sentences are ambiguous between a surface-scope (1b)emsdraquent, dispreferred inverse-scope interpretation
(1c), which arises from a more complex linguistic repntseon (May 1977, Heim & Kratzer 1998). Referential
theories of sentence processing (Crain & Steedman 1985aAh & Steedman 1988) predict that the processing
cost of assigning the dispreferred interpretation shoulchitigated by a supportive discourse context. However,
structure-driven theories (Frazier 1987, Frazier & Fodor 19r8jlict a cost for the more complex structure
regardless of discourse context. Results from two seHgpaecading experiments demonstrate a processing cost
associated with the dispreferred inverse-scope intetfretaot only when it is supported by the context, b@nev
when it is required by the grammatr.

Both experiments presented quantified sentences embeddeadgnagmns that supported either the surface-
or inverse-scope interpretation. (The inverse-scope stipgocontexts introduced multiple discourse referents
before the quantified sentence.) Two off-line questim@nstudies indicated that the inverse-scope interpoetatas
assigned to only 19% of ambiguous target sentences pregeigethtion, but to 53% of sentences in inverse-scope
supporting contexts. In Experiment 1 the target sentence ragdpeafour conditions: ambiguous in the surface-
scope supporting context, ambiguous in the inverse-scope sagpowhtext, unambiguous surface-scope (2) in the
surface-scope supporting context, or unambiguous inverse-E8ppe the inverse-scope supporting context. In
Experiment 2, which did not include the unambiguous condititesambiguous target sentence (either surface- or
inverse-scope supported) was followed by a sentenceavsthgular (4a) or plural (4b) definite NP subject, which
disambiguated the quantified sentence to the surface-scapeccse-scope interpretation, respectively. Paragraphs
were presented on a computer, one clause at a time,seif-paced reading task. After each paragraph, the
participant answered a question that indicated whichprdtation she had assigned to the quantified sentence. The
proportion of surface- and inverse-scope responses tmtlire comprehension question was nearly identictdeo
off-line questionnaire.

In Experiment 1, residual reading times for the quantifiedesee were significantly longer in both the
inverse-scope conditions than in the surface-scope tommgli(main effect of context: F1(1,23)=16.7,p<0.001;
F2(1,23)=14.6,p<0.001; no effect of ambiguity: F1(1,23)=1.4, n.s.; E)E1.6, n.s.). In Experiment 2, although
the quantified sentence was read more slowly in therg@vscope conditions, this difference was not sigmific
(F1(1,31)<1, n.s., F2(1,23)<1, n.s.). However, the subsequssrhbiguating sentence was read more slowly in
inverse-scope supporting conditions than surface-scope ZF)£B8,98,p=0.06; F2(1,23)=3,n.s.), and significantly
more slowly with a plural subject than with a singulalject (F1(1,27)=10,p<0.01; F2(1,23)=5.25,p<0.05).

The results indicate processing difficulty associated waihigning inverse scope not only where it is the
dispreferred interpretation, but also in supportive contextd even in conditions where inverse-scope is the on
possible interpretation, namely, in sentences ditferentor a plural subject. Since neither a favourable dissour
context nor the absence of competing analyses is isuaffito mitigate the processing cost of the inverspeac
interpretation, we conclude that the greater structumalptexity of the inverse-scope representation is regiplens
for this cost, as a structure-driven model predicts.

Examples
Q) a. An experienced climber scaled every cliff.

b. One climber scaled all the cliffs.

C. Several climbers each scaled a different cliff.
(2) The experienced climber scaled every cliff.
3) A different climber scaled every cliff.
(4) a. The climber was very skilled.

The climbers were very skilled.

Residual Reading Times (msec)

Experiment 1 quantified Experiment 2 quantified disambiguating
sentence sentence sentence
unambig. surface -62 ambig. surface 298 singular subject 63
ambig. surface 97 ambig. surface 297 plural subject 247
unambig. inverse 326 ambig. inverse 328 singular subject 176
ambig. inverse 351 ambig. inverse 337 plural subject 377
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Quantifier-variable binding across sentence borders
Jan Anderssen
jan@linguist.umass.edu
University of Massachusetts at Amherst

| present data from an online acceptability judgment tlagkinvestigates the role of discourse relations on
the acceptability of quantifier-variable binding acrsestence borders. These data support the claim thatfigranti
variable binding is possible between two sentenceshibar a causal discourse relation, while it is unaabpt
between sentences that do not bear this relation.

Background. It has traditionally been assumed that theesafouniversal quantifiers such as each and every
is sentence-bound, that is, they may not bind pronaussbsequent sentences, as seen in example (1).

However, there are cases that show that this predisttems to be too strong, as illustrated in (2). The
contrast between (2a) and (2b) indicates that theaditiy of the binding relation depends on the structdirthe
discourse. In an eye tracking study reported in Carmibati €002), no significant slowdown in reading times was
found for conjoined sentences for which a binding refatvas available. A sentence pair of their study easeen
in (3).

Current Study. The aim of the study presented here iddo+irst, it shows that quantifier-variable
binding across a sentence border is also availalfieiman. Second, | want to argue that grammatical instaof
the phenomenon must satisfy specific discourse requirembmtparticular, I'm investigating whether a causal
discourse relation allows for a quantifier to bind a pronin a following sentence.

The materials used in this study were two-sentenceutises that differed with respect to two conditions:
causality and antecedent type. With respect to cautfaditg were two levels: either the sentence-paire standing
in a causal relation or in a non-causal relation.hWeéspect to antecedent type there were also twosletha
nominal phrase in the first clause, which served asrdacedent for the pronoun in the second clause, tes ei
quantificational (every N) or referential (the/my Nrame). This led to the four discourse types illustratéd).

Discourses like (4a:c) and (4a:d) had a quantificationadcadent (every patient of ours) in the first
sentence, while discourses like (4b:c) and (4b:d) hadeserdfal antecedent (my friend Christian). There was
causal connection between the sentences in discdikes¢4a:c) and (4b:c), but not between (4a:d) or (4b:d).

24 native speakers of German saw 16 items of each typefiame-by-frame fashion. Following each
discourse, participants were asked to give acceptability jadtgon a scale from 1 (acceptable) to 5 (unacceptable).

In a 2x2 ANOVA, significant evidence for main effects lofth factors, antecedent type (subject:
F(1,94)=18.54, p<.001; item: F(1,62)=26.75, p<.001) and causality (sulbjéri94)=17.43, p<.001; item:
F(1,62)=26.2, p<.001), were found. However, while there wasghlyhsignificant effect of causality on the
quantificational sentences (t-test p<.001), only a nunedféct of causality could be seen for the refereiitéahs (t-
test p=.12). This difference is reflected in a significanteraction (subject: F(1,94)=8.53, p<.005; item
F(1,62)=12.95, p<0.001).

These results support the hypothesis that causality playge for inter-sentential quantifier-variable
binding. The absence of a causal discourse relationmbbexfect the referential cases in the same whighw will
take as evidence that the effect is not due to a geinexahpatibility of the two sentences in the non-ehgase.

Examples
(1) [Every dog]came in[It]; lay down under the table. (Heim 1982:13)
(2) a. [Every rice-growerpbwns a wooden cart. [He]ses it when [heharvests the crop. (Sells 1985)

b. [Every rice-growefjowns a wooden carffHe]; used it yesterday to harvest the crop.
(3) a. [Every Midwestern farmemjlanted corn and then [heJorried endlessly about the weather.
b. [Every Midwestern farmerhdmitted that [hevorried endlessly about the weather. (Carminatl.e2002)
(4) a. Jeder unserer Patienten,/ der sich im eletihr ein Bein brach,/ hatte Arger mit der Krankesigeerung
Every ours patients who self in+the lasfear a leg broke had trouble with the lheialsurance
‘Every patient of ours who broke a leg during the Yastr experienced trouble with his health insurance.’
b. Mein Freund Christian,/... (continued like 4a)

My friend Christian,/ ... mean judgments
c. Er musste sich deswegen /mit viel Papierkraerdmschlagen. (4a:c) 2.08

He needed self therefore with much paper sth#fat around (4a:d) 1.84

‘For that reason, he needed to bother with aflpaper work.’ (4b:c) 3.43
d. Er hatte aber / auch schon vorher /viel Pechmit Versicherungen. (4b:d) 2.07

He had but also already before much badwittk insurances [table 1]

‘But he had already had a lot of trouble with inseesnbefore that.’
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The Real-time Application of Structural Constraints onBinding in Japanese
Sachiko Aoshimd, Masaya Yoshid& & Colin Phillips 2
aoshima@american.edu
!American University?University of Maryland

This study presents new evidence for on-line, pre-veaipplication of structural constraints on variable
binding and movement in Japanese. Under the assumptiostithetural constraints can apply pre-verbally only if
sufficient structure is present to instantiate thosestraints, these findings provide evidence that speakéesad-
final languages construct articulated structural represensabefore reaching the verb of a sentence (cf. Bade
1994).

A previous study by Aoshima et al. (2003) argued that Japapesgers actively search for antecedents of
the personal pronoutksire/kanojche/she’ only in grammatically sanctioned positiofise antecedents in that study
were all referential NPs. However, a stronger tegblives the use of a Japanese pronoun that can be bpund b
quantificational NP, since bound variable anaphora ireratictly subject to a c-command requirement (Reirphar
1983). The pronoursokq which refers to an organization such as a compalhywsa both referential and
quantificational antecedents, and yields a bound variataepretation if it is c-commanded by a quantificatiodig
(QNP) such adono-NP-mdevery NP’ (Ueyama, 1998; Hoji et al., 2000).

Because of the possibility of scramblingpko inside a sentence-initial dative object NP may take a
following subject QNP as its antecedent (1a). Meanwlsibd&o inside a sentence-initial nominative subject NP
cannot take a following dative object QNP as its auent, due to the failure of c-command (1b). Experiment 1
(acceptability judgment, n=48) confirmed this contrastwshg higher ratings for scrambled conditions (2) than
non-scrambled conditions (3),(F,47)=12.0, p<.01;#1,11)=14.1, p<.01.

Experiment 2 (self-paced reading, n=32) investigated whetleesttuctural contrast between (2) and (3) is
immediately active in on-line processing. The desigthefstudy independently manipulated the presence (4) vs.
absence (5) of scrambling, and the congruity of the @NBecond NP position in the sentence as a possible
antecedent afokq i.e. institution vs. persomd¢no bucyoo-méevery manager’). An immediate reading-time effect
of the congruity of the QNP in second NP position waseoved in the scrambled conditiong(1F31)=4.3, p<.05;
F,(1,23)=3.1, p=.09, but not in the non-scrambled conditionsg Bs This contrast suggests that structural
constraints on variable binding are immediately active

In contrast to studies that have examined binding relatiovolving referential NPs, this study found that
reading times were slower when the QNP was a congrutdeseatent fosokothan when it was an incongruous
antecedent. We suggest that this effect reflects thetfamt in the absence of discourse cues, pronouns are
preferentially interpreted as referential rather tharbound variables (Shapiro & Hestvik, 1995; Frazier &@lif
2000). Thus, encountering a congruous QNP in a grammaticadgssible position required participants to
reanalyze the pronoun as a bound variable. No suchlysenaas required when the same QNP appeared in an
inaccessible position.

Taken together, these results suggest that the parsemierctally assembles structure and computes
structural relations among NPs in advance of the vehigad-final languages. We interpret these findings as suppor
for incremental full-attachment models (e.g. Inoue &drp 1995; Mazuka & Itoh, 1995).

Examples
(1a S (1b) S
/\ /\
NP-obj S NP-subj VP
SOKQ ... N  QNR-subj VEi SOKO ... N QNP-obj \Y
gap v

(2) [sokg-no itiban yuusyuuna syain]-ni  [dono hokengaisya) syookyuu-o yakusokusita rasii.
soko-gen most excellent employee-dat every insurance compaaiseracc promised seem
‘It seems that every insurance compamngmised a raise to jtost excellent employee.’
(3) *[soka-no itiban yuusyuuna syain]-ga [dono hokengajsyaino syookyuu-o yookyuusita rasii.
soko-gen most excellent employee-nom every insurance company+dégeracc requested seem
‘It seems that itsnost excellent employee requested a raise from eveuyance company
(4) a. Adv/[SOKO-gen NP]-dat / Adv / QNRch / Adv / NP-acc / V-that / QNfsmatcn-top / V.
b. Adv / [SOKO-gen NP]-dat / Adv / QNBuatcH / Adv / NP-acc / V-that / QNRArch-top / V.
(5) a. Adv/[SOKO-gen NP]-nom / Adv / QNRch-dat/ Adv / NP-acc / V-that / QNigsmatch-top/ V.
b. Adv / [SOKO-gen NP]-nom / Adv / QNBuatch-dat/ Adv / NP-acc / V-that / QNRrcy-top/ V.
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Parsing Preferences are Determined by Local, not Globalderminants
Markus Bader, Josef Bayer, Jana Haussler
markus.bader@uni-konstanz.de
University of Konstanz, Germany

We will present a combined experimental and corpus studgsidgethe questions of (i) what information
sources guide the HSPM's first-pass decisions and (ii) aeahe units to which parsing principles apply (finenes
of grain). Grammatical-function ambiguities will be @aomain of inquiry.

So far, psycholinguistic work on grammatical-function &ulties has concentrated on subject-object
ambiguities and has found a rather general first-passrenefe for sentences with the subject preceding thetobje
However, with regard to the factors underlying first-ppssferences, subject-object ambiguities are problemati
because of the confounding of local and global preferegizes either a structural or a frequency-based sentence
processor. For example, SO-sentences occur more b#ienQS-sentences but subjects also occur more ofien th
objects. Similar considerations hold for structure-dbkeories.

To avoid these problems, we have investigated sentavitedwo ambiguous objects. In (1) and (2), the
two objects "Maria" and "Peter" can be locally asaty as either dative-object in front of accusativeaibpr
accusative-object in front of dative object. Disambtgurais achieved by the unambiguous-case marking on the
clause-final NP. The two objects can be both in togiealized position (1) or one of them can be topiedi®).

1) a. Ich habe Maria nicht nur Peter vorgesteaditdern auch seinen Bruder.
| have Mary not only Peter introduced, but also his-ACC brother
"l introduced not only Peter to Maria but also histber"
b. Ich habe Maria nicht nur Peter vorgestellt, som@erch seinem Bruder.
| have Mary not only Peter introduced, but also his-DAT brother
"l introduced Maria not only to Peter but also tolrsther"

(2) a. Maria habe ich nicht nur Peter vorgestellhdson auch seinen Bruder.
Mary have |l not only Peter introduced, but also his-ACC brother
b. Maria habe ich nicht nur Peter vorgestellt, som@erch seinem Bruder.

Mary havel not onlyPeter introducedt, llso his-DAT brother

A local structural theory predicts the first objecbtoanalysed as an accusative object because accusative
less marked than dative case in German (cf. Bayet.,e2@01). A global structural theory would predict no
preference because globally seen, both analyses m@xadtly the same arguments, and with two animateallits
(1) and (2) the grammar does not impose any particulariogdemong them.

The predictions for frequency based models come fronrusstudy we have conducted using the Tiger
Corpus of the University of Stuttgart (containing ca. 580RQuses). An overall analysis not taking animacy
information into account showed: (i) Accusative olgemitnumber dative object by far. (ii) When both digjiece in
non-topicalized position, the order DAT > ACC is muchrenfrequent then ACC > DAT. (iii) When one object is
topicalized, DAT > ACC is slightly more frequent than @G DAT.

Sentences with two lexical animate NPs (as in (1)(@))dare exceedingly rare, amounting to only a handful
of examples in the corpus. To remedy this situation wanaw analyzing a larger untagged corpus.

The different predictions were tested in three experimesing the method of speeded-grammaticality
judgments. Sentences as in (1) and (2) as well as unambigootiol sentences were investigated. The
experimental results show a strong garden-path effect sdr@iences are disambiguated toward DAT > ACC. The
strength of the resulting garden-path effect was roughlyalguit whether one object was topicalized or not.

These results are only compatible with local parsinggles. We have to assume that the first object is
assigned accusative case either because of structugdicttiynor because accusative is more frequent than elativ
case, and that the second object is assigned dativasése last case that has not yet been assigned.
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When is a Path Not a Path? Eye Movements and Parsing in thesvial World
Karl G. D. Bailey & Fernanda Ferreira
karl@eyelab.msu.edu
Michigan State University

One recent argument for the immediate use of non-lirnguigbrmation by the parser involves the visual
world paradigm (Tanenhaus, et al., 1995; Trueswell, et al., 1989ey, et al. 2002), which assumes a tight link
between linguistic and visual processing. In these ebegperiments, participants interact with a display airihg
a target, a distractor, an incorrect goal, and a dogaad while listening to and carrying out instructionstsas (1)
and (2).

Two different display types are typically used (Figure 1)thia one referent display, the distractor object is
not referred to in the utterance. In the two refeigsplay, the distractor is identical to the target. iFwerrect goal
(e.g. the towel) is always the object referred téhgynoun in the first PP, and is identical to thealpa which the
target is placed.

The typical finding in these experiments is that subjkxik more often to the incorrect goal in the one
referent display condition, suggesting that they are ggpdémed. This pattern is found in response to temporarily
ambiguous instructions such as (1); no such looks are djgrreq@orted for syntactically disambiguated utterances
such as (2). The explanation for the garden path effdbtaisparticipants do not need the PP “on the towel” to
identify the target. Therefore, the parser immediasbumes that “on the towel” must be a goal. This ‘aketis
not made in the two referent display condition, becamsehe towel” is necessary to correctly identifg ttarget.

These studies assume that the majority of eye moventetie incorrect goal in this task are due to garden
pathing during the processing of ambiguous instructions. Haweubjects also exhibit behaviors during this task
that suggest that eye movements are not exclusively uhdecontrol of the linguistic system. In some cases,
participants fixate objects that are visually saliauit tave not been mentioned (yet or at all). In ottzeses, they
fixate a single point throughout a trial, often during periafdsigh concentration (Cooper, 1974). Such decoupling
of visual and syntactic processing could lead to eye meneperformance which appears to reflect garden-pathing
but in fact does not.

We report three experiments examining these possihilitibdle main effects of sentence type (ambiguous
vS. unambiguous) and display (one referent vs. two rejename found, the previously reported interaction betwee
the two variables was not; that is, subjects behagdf they were garden pathed even in the syntactically
disambiguated conditions. Moreover, manipulations of thwbiguity of the display elicited patterns of eye
movements that were inconsistent with predictiongda®lely on the assumption that linguistic processitlges
main factor driving eye movements. The results ofdheegperiments suggest that the direction-following task used
in these visual world experiments may elicit eye mowveméhat are caused by processes other than gardengpathin
In previous experiments, these eye movements haveeeat distinguished from those made because of syntactic
misanalyses. Some candidate processes include simplerg@amgnition, and also processes related to executing
hand movements and interpreting visual scenes.

Examples:

(1) Put the frog on the towel in the box.
(2) Put the frog that's on the towel in the box.

one referent display two referent display
target incorrect target incorrect

object goal object goal
different correct same correct

distractor goal distractor goal

Figure 2



20 CUNY 2004 Thursday, March 25: Poster Session |

Argument and adjunct static locations are processed diffently

Breton Bienvenue, Kathy Conklin, Gail Mauner, & Jean-PierreKoenig
bmb@buffalo.edu
University at Buffalo

It is widely accepted that readers use participant infooma&ncoded in the lexical representations of verbs
during sentence comprehension. However, the represergatf this participant information are less well
understood. Koenig, et al. have proposed that argumentease participants that are semantically obligatory fo
only small classes of verbs and serve to individuatb weeanings. Thus, participants that are not semalytical
obligatory or, are semantically obligatory, but do indkividuate the meaning of one verb from another amasdic
adjuncts.

Conklin, et al. tested this specificity hypothesis kgreining self-paced reading times and make-sense
judgments for WH filler-gap sentences whose verbs requsirce locatiore{ec) or an event locatiorbga), as in
(1a-b). Sources express the location from which antewéjinates. Because they are required of only a ssealbf
verbs they are arguments. Event locations locatevamt @nd all its participants. They are obligatorydibrevents,
and thus do not individuate verb meaning and are adjunctie \Wbth the argument and adjunct fillers are
grammatical, Conklin et al. expected that readers would pheacessing difficulty at the post-verbal region onty fo
adjunct NPs because they provide neither semantic mbactic cues about the role of the wh-filler. Filtgpe
interacted with verb type. Specifically, NP-filler $ences (1a) whose verbs did not specify a solnea)(were read
slower relative to their PP-filler controls (1b) thavere NP-filler sentences whose vedin$ specify a sources{ec).
PP-filler sentence RTs did not differ with respectddwtype because the preposition in the filler providsttang
syntactic cue to gap location. However, for NP-fisentences, semantic argument information from sowedesv
aided processing. While these results support the spgcHigitothesis, there are two potential confounds. Sources
and event locations were marked by different prepositibtoseover, sources require motion while event locetio
are static. Thus, source information may have bee salient than event location information.

Using identical methods, logic, and predictions, we addiegsese confounds and tested the specificity
hypothesis using verbs that require either a participaagtion foard or bury) or an event locatione@f). The
prepositional phrasem the bushandin the holein (2a-b) are examples of participant locations, whach
semantically required of few verbs. Crucially, thess BBIp distinguish the meaningodard from bury because
their direct objects are required to be in locatiorth wifferent properties. That is, you cannot bury soinetin a
bush, since there are selectional restrictions an ptoperties of a participant location for a burying &ven
Contrastivelyjn the parkin (2a-b) introduces an event location that does algt distinguishthoardfrom bury. The
events of hoarding or burying can both take place irp#k or in any other location that fills this roleg#in verb
type and filler type interacted. We found that the RT8IRSfiller sentences (3a) whose verbs require partitipan
locations fioard) were faster relative to their PP-controls (3bntgere RTs of NP-filler sentences whose verbs did
not semantically specify a participant locatieaf(. These differences emerged at the post-verbal region.

These results provide further support for the specifigigothesis that posits that a verb’s arguments must
express a participant role that is semantically obliyaibonly a small set of verbs. In other words, jggsant roles
that help individuate the meaning of one verb from atlage lexically encoded as arguments. Furthermore, these
results show that readers use such participant informatipidly during for on-line sentence processing. Our
participant location and event location PPs had thee gam@position and were semantically similar becaude bot
described static containment relationships. Thus wewanout the two confounds that were present in Conktin,
al.’s study. Additionally, these results cannot be redticaiifferences in co-occurrence frequencies of partitipan
types with participant location and event location sesimce a corpus study showed that they did not corneitte
RTs.

Examples
Q) a. Which stadium | was the noisy spectator | ejémtaten | from/in by the security guard | on
Sunday?

b. From/In which stadium | was the noisy spectatejed¢ted/beaten | by the security guard | on
Sunday?
(2) a. The chipmunk hoarded the acorns in the bush ipate

b. The chipmunk buried the acorns in the hole in thk.par
3) a. Which bush | were the squirrel’s acorns | hoaedésfi | in by the chipmunk | last fall?

b. In which bush | were the squirrel's acorns | haliedgen | by the chipmunk | last fall?
References

Conklin, K., Mauner, G. & Koenig, J-P. (in press). Thke of specificity in the lexical encoding of participsn
Brain & Language
Koenig, J-P, Mauner, G. & Bienvenue, B. (2003). ArgumentadjunctsCognition 89, 67-103.
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Whenever the psycholinguist checks, prosodic phrasing angrb bias interact
Allison Blodgett
blodgett@ling.ohio-state.edu
Ohio State University

Kjelgaard and Speer (1999) showed that prosodic phrasing itsteidit syntactic processing at the earliest
possible moment. Their cross-modal haming results denaded that intonation phrases and intermediate phrases
could eliminate garden paths at the point of syntact&ndisguation in closure ambiguities like those in Table 1.
However, the effects might have hinged on their chofogerbs. The finding that phrasing immediately influsghc
which syntactic structure was built—when the verbs agoap occurred equally frequently with the structural
alternatives—is similar to the results of Garnseyarieutter, Myers, and Lotocky (1997). They found that
plausibility immediately influenced the resolution of atten temporary syntactic ambiguity, but only when the
verbs were equi-biased.

| present two cross-modal naming experiments that begidefine the relationship between prosodic
phrasing and verb bias. Each experiment consisted of @o®oglic boundary: late or early) X 3 (verb bias:
intransitive, equi, or transitive) X 2 (visual targets ior is) design. Experiment 1 fragments ended in intonati
boundaries (H%). Experiment 2 fragments ended in interneed@tndaries (H-).

Table 1. Summary of Conditions and Example Stimuli

Verb Prosodic Auditory Fragment Syntactic Closure of
Bias Boundary with Prosodic Contour Visual Target
Late EXP1: H* H* L-H%
Early EXPL: H*  L-H% H*
Late EXP2: H* H* H-
Early EXP2: H* H- H*
Late Early
Intransitive Whenever the lady moves the door it's s i
Equi Whenever the lady checks the room it's is
Transitive Whenever the lady loads the car it's is

In Experiment 1, IT'S was named more quickly than IS fa lbundary conditions and more slowly than IS
in early boundary conditions. The results replicated§atd and Speer (1999) and provide new evidence that the
location of an intonation boundary determines théahgtructure of these ambiguities regardless of verf bia

In Experiment 2, IT'S was named more quickly than IS inbat the early boundary intransitive-bias
condition. In that condition, IS was named as quicklyTaS. These results contrast with Kjelgaard and Speer
(1999) and suggest that in the current materials only tirioation of an early intermediate boundary and an
intransitive-bias verb produces an initial intrangtstructure.

The results of these experiments do support Schafer’s (1@8m)that intonation phrases and intermediate
phrases affect processing differently. Yet while the Exrpent 1 results are consistent with her Interprefiveain
and Prosodic Visibility Hypotheses as she applied theasymtax-first model, the Experiment 2 results are not.

The results of both experiments, as well as the dveadtiern of correlations between verb bias and ngmin
times, support a constraint-based approach (e.g., Boland, T®@&swell, Tanenhaus & Kello, 1993) with
modification. In this modified approach, multiple syntadtructures are generated and weighted by frequency.
Following Schafer (1997), intonation phrases mark intergretomains that trigger wrap-up of semantic/pragmatic
processing; intermediate phrases reduce visibility betveeanode and potential attachment sites. However, in
addition to Schafer’'s hypotheses, boundary locationahasparate effect on the weights of competing syntactic
structures.
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Parallel Positions
Katy Carlson?, Charles Clifton, Jr.?, & Lyn Frazier ?
k.carlson@morehead-st.edu
Morehead State Universit§iniversity of Massachusetts Amherst

Parallelism (similarities in internal structure) beem conjoined elements facilitates their processing
(Frazier, Munn, & Clifton 2000; Frazier et al. 1984; Mauneanenhaus, & Carlson 1995). Parallelism can also
influence the interpretation of ambiguous ellipsis sergsnsuch aBen defended a murderer in court, not Jack
(Carlson 2001, 2002, 2003): the similarity betwBemandJackincreases responses interpreting the remiack
as a subject (not an object) aéfended But how does this preference for parallel elementgarallel positions
work? Here, we explore two aspects of this questionkith@s of internal positions where parallel elements can
appear, and the kinds of external structures which giveaigarallelism.

First, what kinds of internal positions can parallelisfifect? Carlson (2002) studied only structures
ambiguous between subject and object interpretationsintpaopen the possibility that parallelism can only
distinguish between syntactic positions with differdmerhatic roles. Experiment 1 (written questionnaire) thus
tested whether lexical parallelism, or similarity ivetsyntactic form of NPs, could distinguish between sulgject
positions (1a-c). Condition (a), wittlary and the matrix subjecidhr) both proper names, did receive significantly
more matrix interpretations (i.eMary also said.) than either the neutral (b) or embedded-biasemb(ajitions ((1),
p’'s<.05). The featural similarity betwedfary andJohnin (a) favored an interpretation where these two asgim
were subjects of the same verb, not just subjectsyfvarb, showing that parallelism is evaluated overtailde
syntactic or semantic representation.

Secondly, what syntactic structures lead to paralleligim&t work on parallelism is consistent with a theory
in which certain connectives, liknd lead to expectations of similarity in their conjun@€ehler 2001). To test this
hypothesis, Experiment 2 (auditory questionnaire) studiedcademt-Contained Deletion (e.gohn wanted his
wife to invest in every stock his broker)dith ACD, the remnanthfs brokej is embedded inside a relative clause
within two VPs, and no connectives signal that sintifaf this remnant to another argument will be helpstill, it
is an ellipsis structure, and ellipsis structures demaredtaiic amount of syntactic parallelism in order tpbssible
at all. Indeed, prosodic parallelism created by placindn@tcents on the matrix subject and the remnant, tireon
embedded subject and the remnant (seen in (2)), had ficsighieffect on interpretation (p's<.01); the effett o
lexical parallelism was marginal. Therefore ACD struesuare ones in which parallelism operates, despite thei
obvious dissimilarity to conjoined structures. This suggtsat parallelism is a more general property thainsit f
appeared, one which can be important for non-conjoifigbie structures as well as conjoined structures with o
without ellipsis. In general, we suspect that discourtgatsbns of comparison or contrast give rise to such
expectations of similarity.

Examples
Experiment 1 % Matrix
(1) a. John said the doctor went to Europe and Mary did to 60

b. John said Fred went to Europe and Mary did too. 47

c. The doctor said Fred went to Europe and Mary did too. 43
Experiment 2 % Matrix
(2) a. John’s WIFE wanted him to invest in everglstiois BROKER did. 35

b. John’s wife wanted HIM to invest in every stoék BROKER did. 24

¢. JOHN wanted his wife to invest in every stock BROKER did. 27

d. John wanted his WIFE to invest in every stockBROKER did. 19
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The mood of sentence complements: Assessing thduehce of verb-specific

information on parsing in Spanish
Josep Demestre & José E. Garcia-Albea
jdv@fcep.urv.es
Universitat Rovira i Virgili, Tarragona (SPAIN)

This paper presents two self-paced reading experimentsextamined the influence of verb-specific
information on sentence processing in Spanish. We stadparticular type of information —the mood constraints
matrix verb imposes on a subordinate verb— that, to eat knowledge, had not been studied to date. Spanish
affords us a way, that is not possible in English,xangine the role this information plays in the eatbgges of
parsing. Since subcategorization for a subjunctive @icative) sentence complement (SC) is generally asstaoned
be a lexical property of verbs, the role of lexicalomnfation on parsing could be studied in a novel way by
examining the (rapid or late) detection of mood anoma$egsh anomalies were created by using (1) verbs that
subcategorize for a subjunctive SC and (2) verbs thaatedmrize for an indicative SC, and by manipulating (8) th
mood (subjunctive/indicative) of the subordinate vertusfhungrammatical sentences were created by presenting a
subordinate verb that did not satisfy the mood congr@mposed by the matrix verb.

In experiment 1 subjects read sentences such as th@dge in

Examples

(Da. La peluquera le ha aconsejado a la cliept@ pro;) llegue (subjunctive) antes de las diez
[The hairdresser has advised the custpthat pro;) should arrive before ten o’clock]
b. *La peluquera le ha aconsejado a la clianta pro) llegara (indicative) antes de las diez
C. La peluquerde ha prometido a la clienta qued) llegara (indicative) antes de las diez
[The hairdressehas promised the customer thato) will arrive before ten o’clock]
1. *La peluquergde ha prometido a la clienta qued;) llegue (subjunctive) antes de las diez

Whereas verbs such as “aconsejar” (to advise) ingdd)(1b) obligatorily require the subjunctive mood in
the SC, verbs such as “prometer” (to promise) in (ho) €ld) obligatorily require the indicative mood in that
complement. In (1a) and (1c) the subordinate verb ieeémtood required by the matrix verb. In (1b) and (1d) the
subordinate verb is not in the mood required by the meagrb, thus making the SC alternative ungrammatical. The
mood anomalies can only be detected if verb-specifiixrimation has been accessed.

Experiment 1 aimed (1) to examine whether subjects amdtisernto such mood manipulations, and —in
case they are sensitive— (2) to examine at which seateegion the anomaly is detected. The ANOVA showed
increased reading times at the subordinate verb regiamenungrammatical conditions as compared to the
grammatical ones. These results indicate that verhfgpadormation is already available to the parseérttas
region.

To further study the availability of this source ofdrrhation, we run a second experiment that aimed to
examine whether such information is made availab®as as the parser recognizes the main verb. Fquihi®se
we used sentences such as those in (1) but with a aiegage: the order of the clauses was inverted, thisite $C
preceded the main clause. The results clearly showedubpgcts detected the anomaly as soon as the mathix ve
was encountered in the input string.

The combined results showed that a particular type bfsgecific information (regarding mood constraints
on the subordinate verb) is activated as soon as #tgxnverb is recognized and has a very rapid influence on
sentence processing. This finding is in accordanceamiéhof the claims of lexicalist parsing models, whisbuane
lexical information plays a central role in the eatiggges of parsing.



24 CUNY 2004 Thursday, March 25: Poster Session |

Comprehension of wh- movement structures in aphasia:
Evidence from eyetracking

Michael Walsh Dickey, Cynthia K. Thompson, Jung-Won Janet Choy
m-dickey@northwestern.edu
Northwestern University

Individuals with agrammatic Broca's aphasia show impag@dprehension of sentences with movement
(Caramazza & Zurif 1976, among others). Sussman & Sedivy (2088)g an eyetracking paradigm, found that
normal listeners show visual evidence of gap-filling dgriemprehension of sentences with wh- movement. ét th
position of a possible gap or trace in a wh- questisteriers looked to a picture corresponding to the wh- eleme
This study uses the same methodology to examine gap-fiimgh- movement structures in agrammatic aphasia.
Results show that both normal and agrammatic partigpape movements reflected their off-line comprehamsi
of wh- movement structures. Further, for agrammatid@paints, both comprehension and eye-movement patterns
were more normal-like for simple wh- questions thannfimre complex object cleft structures. This result suggests
that not all movement structures are equally impairedphasia, contrary to many grammar-based theories of
agrammatic comprehension (e.g, Grodzinsky 1990).

Three individuals with mild to moderate agrammatic Breegshasia (ages: 58-78; WAB AQ: 58-78; 8-12 years
post-stroke) and three non-agrammatic age matched indisidoa¢ anomic aphasic patient and two non-brain-
damaged controls, ages: 56-76) listened to brief storie¢ll)kellowed by a beep and either an object wh- question
(1a), an object-cleft sentence (1b), or a yes/no aquregfic). They were instructed to respond aloud to thé fina
sentence, either answering the question or judging thersentrue or false. Participants heard 30 experimental
stories and 20 fillers while their eye movements wecerded. Visual displays accompanying the stories cadain
picture of the critical sentence’s subject (the boyli)), object (the girl), location (the school), andiaanimate
distractor not mentioned in the story (a door).

Mean accuracy in responses to wh- questions was higll fparticipants: 100% correct for controls and 87%
correct for agrammatics (above chance for aps3;.05, Sign test). In addition, all six participants lookedhie
object more often or longer than the subject duringgtheregion of the wh- question (from onset of verb sebof
locative PP, underlined in (1)). All participants alsowld more anticipatory looks to the object during thé fer
wh- questions than for yes/no questions, in line witesthan & Sedivy’s findings for normal listeners. Howetree
agrammatics differed in their comprehension of objésftsc One agrammatic participant showed high accuracy
(90%, cf. 87% accuracy for controls) but the other twaaammatics performed at chance (both 50% correct).
Further, the controls and the agrammatic participartt hitjh response accuracy looked to the object more often
than the subject during the gap region for the clefts thmittwo agrammatics performing at chance showed no
evidence of gap-filling for clefts.

Together, these results demonstrate a tight link betardime performance in eyetracking tasks and off-line
sentence comprehension, even in disordered populatiorteeFuthey show that not all wh- movement structures
are equally impaired among agrammatics. This dissocigtigurprising under many purely grammatical accounts of
agrammatic comprehension, such as the original vedditire Trace Deletion Hypothesis (Grodzinsky 1990) or the
Double-Dependency Hypothesis (Mauner, Fromkin & Cornell 1998)er such accounts, the relative complexity
of a sentence containing a wh- movement dependency dstmatl affect how difficult it is for agrammatic
comprehenders. Rather, the result is in line withaemeaccount in which sentence complexity in addition to
grammatical form plays a crucial role in recovery andegelization in aphasia (Thompson, et al, 2003). This
account argues that the comprehension and production efen gentence type by agrammatics (as well as its
recovery) is predicted by the sentence’s complexity. Agreentences involving wh- movement, the more complex a
sentence, the harder it will be for agrammatic pagi¢mtproduce and comprehend. More complex object clefts are
therefore harder to comprehend, and more difficult foaajas to recover during treatment.

Examples

(1) This story is about a girl and a boy.

One day, they were playing at school.

The girl was pretty, so the boy kissed the girl.
They were both embarrassed after the kiss.

a. Who did the boy kiss that daysahool?
b. It was the girl that the boy kissed that dagditool.

c. Did the boy kiss the girl at school that day?
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“Head position” in Ambiguity Resolution: On- and Off-line Effects
Helen East
hre21@cam.ac.uk
University of Cambridge

This paper presents the findings of three experimentgngtloying both on-line and off-line measures,
which investigate the effect of Head position in tkeotution of NP/O ambiguity in wash-type (1a,b) and NP/SC
ambiguity in believe-type (2a,b) structures.

(1a) while the waitress washed tileaming and shinglassegell onto the floor
(1b) while the waitress washed the glasdeieh were gleaming and shifsll onto the floor

(2a) the teenage girl believed tloed and suddensommentsvereonly made because ...
(2b) the teenage girl believed the commevtieh were loud and suddevereonly made because ...

Fodor & Inoue (1998) propose a model of reanalysis wherewdigh-type structures only, difficulty of
recovery is proportional to the linear distance betvtbe head of the ambiguous NP and the disambiguating region,
making (1b) harder than (1a). This Head position effemtjever, is predicted not to occur for NP/SC, beligpe-t
ambiguities. Constraint-based approaches which assuah¢htlh same parsing process applies to all ambiguities
must predict that Head position affects both wash aridvieelype structures similarly, contrary to Fodor &ur®
model. In this case, the Head effect is here assunsdnofrom support given to a just-completed linear patigrn
the addition of the inserts (italicised), when thaterat corresponds to a representational schema resfiltinghe
abstraction of distributional regularities in the inputidgracquisition.

Until recently, empirical data addressing Head positianecenainly from off-line tasks where effects have
been looked for, and found, for wash structures only (bgisttanson et al, 2001). On-line empirical research has
been inconclusive: Ferreira et al's (1993) eye-trackindystooks at wash ambiguities only, and finds no effect;
Sturt et al (1999) compare both structural types, and findmline evidence of a head effect for either type;
recently, Van Dyke & Lewis (2003) look for and find a (ma@aj) on-line effect for believe structures.

The three experiments presented here contribute to tieedby providing on-line and off-line data for
both types of ambiguity. All employ a timed word-by-waelf-paced reading paradigm and use stimuli such as
(1a,b) and (2a,b) above which control for informatiarentent and which compare the effect of Head posiion
the resulting garden path. In addition, Expts 1 and 2 (a simplere powerful replication) also collect off-line
comprehension data using a follow-up question to investigiage resulting semantic representation, after
Christianson et al, whereas Expt 3, a web-based expdrigathers grammaticality judgments instead. In addition,
subjects in experiments 1 and 2 underwent a Reading Spasnasses-indings are given below:

Expt 1 Expt 2 Expt 3
Online | Reading times| Wash -none- Head effect ** -none-
Believe | Head effect ** Head effect * Head effect *
Offline | Comp. Qns | Wash Head effect * Head effect *
Believe |-none- -none-
Gram. Judg. | Wash Head effect ***
Believe ***p<.001 **p<.01 *p<.05 (F1 analyses) |Head effect ***

On- and off-line effects of Head position were found lioth types of ambiguity. The fact that similar
effects were found for both structures supports the assamphiat the same parsing process is being used
throughout, even when task type chandgaslieveitems exhibited robust on-line effects of Head posjtieplicated
three times, and off-line effects in the grammattgglidgment tasks, which run counter to predictions from th
Fodor & Inoue model. The fact that no off-line effeof Head were found in the resulting thematic representa
of thebelieveitems is perhaps a result of the overall comparatige ef reanalysis of these structures (a secondary
finding). Reading Span modulates the Head position effestashambiguities, with High span subjects exhibiting
greater Head position-induced garden paths. If a paralledtreant-based model is adopted, with incoming
information constraining the “flow” of activationdm one analysis to another, any single analysishmaubject to
a maximal activation. Then, if High span readers atteb able to maintain multiple analyses in parakg. (
MacDonald et al, 1992), they may be less subject tongedffects, rendering the effect of the Head constraore
discernible. This would also explain the finding of anlioe- effect forwash structures in Expt 2, as the mean
Reading Span of the subjects was particularly high. Atcaing-based approach can also potentially accounhéor t
difference in the overall garden paths induced by thesetstes by considering ttebsenceof the comma and the
absenceof “that” as constraints, and taking into accountrtheliative strengths. Since such an approach is directl
supported in its predictions for the Head effect, and allphraersion potentially provides explanations of the
additional, rather complex, findings, | argue that a pdratlestraint-based approach offers the best fit fizr data.
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Processing Relative Clauses in Russian
Evelina Fedorenko & Edward Gibson
evelina9@mit.edu
Massachusetts Institute of Technology

There are at least two general classes of thedribe @rocessing of relative clauses (RCs) which eigle
with all known RC processing behavior: resource-baseatits (e.g., Gibson, 2000; Lewis, 1996) and surface word-
order based theories (e.g., Bever 1970; MacDonald & Cénistin, 2002). This paper attempts to evaluate these
theories using Russian as the target language. Like EnBlissjan is an SVO language. Unlike English, however,
Russian allows scrambling of the verb and its argumentthat all combinations of S, V and O are possiile.
report the results of a self-paced moving-window word-byewreading experiment, in which two factors were
manipulated: (1) the type of extraction (subject- vs.athetracted), and (2) the word order within the RC (non-
scrambled vs. scrambled), resulting in four conditioasnpn-scrambled/subject-extracted (SVO word-order in the
RC), (b) non-scrambled/object-extracted (OSV word-ordel)scrambled/subject-extracted (SOV word-order), and
(d) scrambled/object-extracted (OVS word-order). Seexaeple stimuli below.

The surface word-order theory predicts that non-scraifsulbject-extracted RCs should be easiest to
process, because the word order in the RC (SVO) matichatefault surface word-order in Russian. Depending on
how the surface word-order theory is formalized, it tnayonsistent with a variety of possible predictiabsut the
complexity of the other three conditions. For examptepading to one version of a surface word-order thebiy,
complexity of a surface word order increases with thelbmumf displacements (moved elements) from the default
word order in a clause. According to this version ofttieory, the OSV and SOV word orders should be the next
most complex (one displacement each), with the OVS waddr being the most difficult, because it requires two
displacements from the SVO word order. Consider now gieslictions of one resource-based theory, the
dependency locality theory (DLT, Gibson, 2000). Accordinght® DLT, local connections between dependent
elements are easier to process than longer distamse Dherefore, this theory predicts that the SVO ArdtVS
word orders (non-scrambled/subject-extracted and scrarobject-extracted) should be easier to process than the
OSV and the SOV word orders (non-scrambled/object-ertilaand scrambled/subject-extracted).

The reading-time results are presented in Figure 1. Thel&®Trsg the critical region (the RC and the Verb)
revealed a significant crossover interaction betvegeeambling and extraction-type, as predicted by the Duffinbt
by the surface word-order based theories. Criticallg, ®VS word order (scrambled/object-extracted) wasrfaste
than the OSV or the SOV word orders. However, aR8eaegion, the non-scrambled/subject-extracted versa w
the fastest of the four conditions, in support of thedaarder based theories. These and other theoriedevill
evaluated in depth in the presentation.
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Figure 1: Reading times per region in the four conditioh® dritical region is circled.
[“Scr-Subj” = scrambled/ subject-extracted, “Scr-Objserambled/ object-extracted,
“NonScr-Subj” = non-scrambled/ subject-extracted, “NarSbj” = non-scrambled/ object-extracted.]

Examples
NonScr-Subj Diktator _kotoryj  nenavidel dissidenta proiznes rech na sobranii
[SVO] dictator who-Nom hated dissident-Agave speech at meeting
‘The dictator who hated the dissident gave a speettte aheeting’
NonScr-Obj Diktator_kotorogo dissident nedeblproiznes rech na sobranii
[OSsV] dictator who-Acc dissident-Nom hated  vegapeech at meeting
‘The dictator who the dissident hated gave a speettte aheeting’
Scr-Subj Diktator_kotory]  dissidenta ngdal proiznes rech na sobranii
[SOV] dictator who-Nom dissident-Acc hated gave speech at meeting
‘The dictator who hated the dissident gave a speettte aheeting’
Scr-Obj Diktator kotorogo nenavidel dissident  proiznes rech na sobranii
[OVS] dictator who-Acc hated dissident-Nomeapeech at meeting

‘The dictator who the dissident hated gave a speettte aheeting’
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Verbal Working Memory in Sentence Comprehension
Evelina Fedorenko, Edward Gibson, Douglas Rohde
evelina9@mit.edu

Massachusetts Institute of Technology

A major question in psycholinguistic research concehesrtature of the verbal working memory (WM)
resources used in language processing. Some researchaen(&aVaters, 1999; cf. Just & Carpenter, 1992) have
hypothesized that the verbal WM pool can be divided intm sub-pools: (1) verbal WM for natural language
comprehension and production; and (2) verbal WM for nogdiistic verbally-mediated cognitive tasks. This paper
attempts to empirically evaluate this hypothesis. Oag to address this question is via dual-task paradigms in
which participants perform two tasks simultaneously: (1)ime sentence processing, and (2) a non-linguistic
verbally-mediated task. The underlying assumption is tleasivould observe a super-additive interaction when the
complexity of both tasks is high only if the two tasksyron overlapping pools of resources. Previous dual-task
experiments found either no interaction or only a suggesti one (e.g. King & Just, 1991; Just & Carpenter, 1992;
Caplan & Waters, 1999; Gordon et al., 2002). In all of theipue experiments, however, the secondary task
involved storage of words or digits across the sentpnaeessing task. Crucially, the storage component ofnen-I
sentence comprehension is unlike the storage involvkedping track of a list of unconnected items. Consequently
it is possible that the lack of on-line interactidietween syntactic complexity and memory load in easliedies
could be a result of the distinct nature of the storageasses involved. Moreover, there have been no pievio
attempts to explore the potential interaction betwaeggration processes in sentence comprehension andiaego
verbally-mediated tasks, which involve similar but dioruistic on-line integration processes. In the curpaper,
we propose a novel paradigm to address this issue.

In Experiment 1, participants simultaneously performedfgseked reading task and a self-paced arithmetic
addition task in a 2x2 design crossing syntactic complexty, (high) and arithmetic complexity (low, high). The
on-line addition task is similar to on-line sentenamprehension in that an incoming element — a number t+haus
integrated into the representation constructed thushfarvorking sum. Since there was no difference in liriguis
complexity between the easy and hard arithmetic comditia super-additive interaction between the two tabksiw
the complexity of both tasks is high would indicate thatterbal WM resources that are involved in perforntiirey
arithmetic task overlap with those that are involvedsyntactic integration processes. In contrast, rifjleage
processing relies on an independent verbal WM resourégethbere should be no such interaction. In additionvio t
main effects, we observed a significant interactietwben syntactic and arithmetic complexity during thecedi
region of the linguistic materials (Fig. 1): participaptscessed the complex/complex condition more slowly than
would be expected if the two tasks relied on independenin@spools. To address a potential confound of shared
attentional resources in dual-task paradigms, Experiments2ceaducted, where participants simultaneously
performed a self-paced reading task and a self-paced smditiidn task in a similar 2x2 design crossing syntactic
complexity with the complexity of the spatial task. @atly though, the spatial-rotation task does not relyanbal
WM resources, and should not therefore interact withstntence-processing task if the cause for the oldserve
interaction in Experiment 1 is an overlap in the useeobal WM resources. As in Experiment 1, there were two
main effects of complexity in the critical region. Hower, in contrast to Experiment 1, these effects whietly
additive, with no trace of interaction (Fig. 2). Theulks of the two experiments therefore support a WM freanie
where on-line linguistic processing and on-line arithenptocessing rely on overlapping pools of verbal WM
resources.

4ron 3600
2800 4 —-0-—Subject / Fasy Vath 3400
2600 4 — - —Ct-ect / Fasy Vath
3400 —O— Subiect / Hare Vath
—®— Cb-ect / Hard Math 3000

3700

2R0C

2600

7400

2700

2000

1R00

1600 B

1400

The fanitor who frustratec the cet the key cr the street
£ umber/ whe the
£ umber frustrated whn the plumber frustrated

The aritrr whn frustrater the plimher/ nt the key fin the street

Figure 1: Reading times per region in the four conditiofRggure 2: Reading times per region in the four conditions
of Experiment 1. The critical region is circled. of Experiment 2. The critical region is circled.
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Processing Polysemy: Making Sense of Sense
Steven Frisson & Lyn Frazier 2
steven.frisson@nyu.edu
New York University,’University of Massachusetts

Three eye movement studies addressed questions about impgasgsemous words during reading for
comprehension, without any superimposed judgment task. Wéreymotivated by the hypothesis that the processor
may remain uncommitted to a particular sense of a pulyss word in the absence of biasing evidence. Experiment
1 employed sentences like (1) where a polysemous word ligek™ was later disambiguated (by “tattered” or
“enjoyable”). Disambiguation to the subordinate sermik tho longer than to the dominant sense. Further,
disambiguation to the subordinate sense (“tattered”) naolonger to read when there was no prior disambiguation
“book cover” than when determination of the approprémiese was present. These results are expected if readers
need not commit to a particular sense of a word iratisence of biasing context. When additional informaiso
processed, readers can then home-in on a particular skt polysemous word.

Experiment 2 addressed the question of whether readers omustitcto a particular sense at the end of a
sentence, even without biasing information. If kentacross sentence boundaries readers should show dismitpti
the disambiguation when it favors the subordinate sefrtbe polysemous word and there is no preceding biagto t
subordinate sense. Results from 40 subjects in an Ey&yetracking experiment disconfirm that prediction for
items like those used in Experiment 1. Sentence 1 ééfi¢he interpretation of “book” undetermined or biatiesl
interpretation towards the dominant (content) or subatdi (physical object) sense. Sentence 2 disambiguated
“book” to either sense. No reading time differencesewieund on the disambiguating region of sentence 2 when
sentence 1 was either unbiased or biased towards thepappesense. In addition, no inflated re-reading times
were detected on the unbiased polysemous word in senfendeen it was later disambiguated towards the
subordinate sense. Thus, across sentence boundariethdo®,is no indication that late disambiguation to a
subordinate sense creates a disruption for a polysemaddilu® “book.”

Various indications suggest that not all polysemous wordspeocessed alike. We suspect that a wide
variety of distinct types of polysemy exist. One diedifferent type of polysemy than the “book”-type inves the
derivation of new word senses using lexical rules, eugit, > tree (Copestake & Briscoe, 1995). Experiment 3
examined both the underived and derived senses of fruitg gsimences like (2). Eye movements in these
sentences patterned entirely differently than in Expanisi1 or 2, with longer reading times on the disambiguatio
for the subordinate/derived sense of the word and moeading of the polysemous word (“olive”) when the derived
sense was instantiated. In other work (in progress)iseefind small but reliable effects of derived lexisahses of
words, e.g, the count noun counterpart of mass nounseddire assume) by a lexical rule of portioning. Thus, one
basic division in word processing is between homophambiguity) and polysemy. Another is between different
types of polysemous items, each with a distinct pracgssimplexity profile.

Examples

(1) Mary thought that the book (cover) looked tatteredigatjle and on further inspection it turned out that she w
right.
(2) The peasant noted that the olive (tree) was adlfyipe, which was due to the exceptional weather.

Reference

Copestake, A., & Briscoe, R. (1995). Semi-productive polysgntysense extension. Journal of Semantics, 12, 15-
67.
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The Source of Syntactic lllusions
Scott Fults and Colin Phillips
swf@wam.umd.edu, colin@glue.umd.edu
University of Maryland, College Park

Many studies have investigated sentences that are gitarahtaut difficult to parse, due to ambiguity or
complexity, but very few have investigated sentencesah@aungrammatical but are perceived as acceptable (cf.
Gibson & Thomas, 1996), which we refer to as ‘Syntalitisions’. This paper investigates the source of the
syntactic illusion in (1), noted by Montalbetti (1984),ighis perhaps the best-known syntactic illusion, bstrit
been systematically investigated. (1) is impossible duthé absence of a compatible sortal in the comparati
clause that can be compared to the sortal people mafreclause. Results from our questionnaire studies diaiw t
although the illusion is real, it does not reflect lafksemantic competence, and arises specifically when t
resolution of a comparative construction is masked éydkolution of VP-ellipsis.

Q) More people have been to Russia than | have. ntdstjc illusion]

Experiment 1 (acceptability rating, n=25, Latin Square designjirmed that the illusion is genuine in
normal informants. Sentences in the syntactic tiusiondition (1) were rated just as highly as grammapicedsal
comparatives (2), and higher than ungrammatical examplehich the VP-ellipsis in (1) has not applied (3).
Importantly, in sentences that are just like (1) buk lagtraposition (4), ratings were just as low as in the
ungrammatical condition (3). This shows that speakersagle kensitivity to the lack of a compatible sortaltfee
comparative, and thus indicates that the illusion ing pecifically associated with extraposition conteats] not
with general ‘semantic blindness’.

(2) More people have been to Russia than just me. agphcomparative]
3) More people have been to Russia than | have beRassia. [no ellipsis]
(4) More people than | have have been to Russia. eftraposition]

Experiment 2 (n=12) demonstrated a reverse illusion ireseas involving comparative deletion (CD: 5-6),
providing evidence that the illusion in (1) is also speaify related to the presence of VP-ellipsis, and duzs
reflect deletion processes in general. The well-for@&din (5) was rated highly. Ironically, this semantlica
coherent comparative was judged significantly less adoiepthan the illusion in (1) when the comparative aaus
was extraposed (6).

(5) Taller people than | am have been to Russia. mpeoative deletion]
(6) Taller people have been to Russia than | am. mpcalel. + extrapos.]

Based on the finding that the syntactic illusion withmparatives is specifically associated with the
combination of VP-ellipsis and extraposition, we propibst the illusion arises from the fact that accegtah-
ellipsis resolution masks the failure of comparative ti@lein sentences like (1). English allows comparative
deletion involving either syntactically parallel (7)moon-parallel deletion sites (8). Importantly, Engliéoaallows
occurrences of comparative deletion (9) to be embedditkinscurrences of VP-ellipsis (10).

(7 More Germans have been to Russia thanGermans> have been to China. [parallel CD]

(8) More Germans have been to Russia than | haveggd&bermans>. [non-parallel CD]

(9) John looks taller than Bill looks.s tall>. [CD only]

(10) John looks taller than Bill doeggz look <¢p tall>> [CD inside VP-ellipsis]

We suggest that a deletion site is preferentially resbls parsing using a local antecedent, accounting for
the higher acceptance of comparative deletion (5 > Apimextraposed contexts, and the higher acceptance of VP-
ellipsis (1 > 6) in extraposed contexts. Furthermore, ssfideresolution of the VP-ellipsis in (1), paired wittet
knowledge that English allows VP-ellipsis sites to ciomtacomparative deletion site, gives rise to theibliof
acceptability in (1).

We compare the detailed contrasts in acceptability pestiby our account with the broader array of
syntactic illusions predicted by the account sketched doyn¥end & Bever (2001), who propose that (1) is
acceptable as a result of (somehow) merging the tweptadde templates in (11-12).

(1)) More people have been to Russia than | (could blieve
(12) ...people have been to Russia [more (often)] thawe.ha

References

Gibson, E. & Thomas, J. (1999). Memory limitations amdctural forgetting: the perception of complex
ungrammatical sentences as grammatical. Language and i@edridicesses, 14, 225-248.

Montalbetti, M. (1984). After Binding: On the Interpretatiof Pronouns. Ph. D. thesis, MIT, Cambridge MA.

Townsend, D. J. & Bever, T. G. (2001). Sentence compsétrenthe integration of habits and rules. Cambridge,
MA: MIT Press
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Processing Crossed Dependencies in English
Edward Gibson, Mara Breen
egibson@mit.edu
MIT

It has long been noted that certain structures witksewdependencies in English are complex to process or
even ungrammatical (Rochmont & Culicover, 1990; Givén, 19%8). example, it is difficult to interpret (1) such
that the PP “on the hill” modifies “saw”, and the RWth the telescope” modifies “the girl”, because this
interpretation results in crossed dependencies. InpHpsr we investigate whether the difficulty of arrivirtgaa
crossed-dependency structure in examples like (1) is due tespiog difficulty resulting from (A) a linguistic-
structure constraint or (B) a resource limitation:

A: Linguistic structure constraint: The linguistic strugtuinderlying crossed dependencies / extraposition is difficult
to process because it violates grammatical expectations.

B: Resource limitation: Dependencies connecting wordstéomediate attachment sites in the current structtge
difficult to obtain because they tax memory resources.

The resource hypothesis is motivated by the observttimt attachment to the middle site of a three-Né-si
ambiguity is more difficult to obtain than attachmaemttte first or last site, as in (2) (Gibson et 4096).

This paper will present results from two self-paced mpwimdow word-by-word reading experiments that
tested the two hypotheses with respect to processiativieeklauses (RCs). Both experiments were 2x2 designs,
crossing the RC attachment-site (local vs. interntedid®) and the attachment-site of the preceding PR/$N?P).
(See (3) for an example item from Experiment 2.) Crugialitaching the PP “of the movie” to the preceding NP
“the star” results in a structure in which the RC sessno dependencies in attaching to either the locaitdP
(“movie”) or the intermediate NP site (“star”). lkontrast, attaching the PP “about the movie” to teebv
“interviewed” results in a structure in which the R@sses the PP-verb dependency for the intermediatd ieutad
to “star”. As a result, the resource hypothesis ptedic main effect of RC attachment site, such thet th
intermediate attachment should be slower than thédti@chment. In contrast, the structural constraypbthesis
predicts an interaction between the two factors, slahcrossed dependent attachment (3a) should be sldwlest o
four.

In experiment 1, number agreement disambiguated the RChmatat, whereas two cues provided
disambiguation in experiment 2: the animacy of the nadgironoun and the plausibility of the NP-RC relatiopshi
There were no RT differences in either experiment gddhe disambiguation region. RTs showed strong support
for the structural constraint in the disambiguating regamninteraction driven solely by slow RTs for thressed
dependency condition. The results therefore provide estdfem the existence of a structural constraint in Bhgl
dependency-structure syntax such that crossed dependencigsisett structures are more complex than non-
crossed-dependency structures. The presentation wilpe¢sent data from additional experiments investigating
what factors make crossed dependencies easier/hardeodesgr such as the coherence relation between the
extraposed element and its head (Kehler, 2002) and the typebah the main clause (Givon, 1993).

Examples /%\

(1) The boy [VP saw [ NP the girl ] [PP on the hi[PP with the telescope] .
(2) [ve1 The lamps nean, the painting of Jps the houses ]]]dc that was damaged in the flood ] ...

(3) a. VP, non-local: The reporter interviewed the atsout the movie who was married to the famous model.
b. VP, local: The reporter interviewed the star aleatmovie which was filmed in the jungles of Vietham.
c. NP, non-local: The reporter interviewed the stdhe movie who was married to the famous model.
d. NP, local: The reporter interviewed the star ofrttawie which was filmed in the jungles of Vietnam.
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Can speakers order a sentence's arguments while saying it?
Zenzi M. Griffin & Sonia Mouzon
zenzi.griffin@psych.gatech.edu
Georgia Institute of Technology

The present experiment is part of a series to learmwheakers may make decisions regarding argument
order and sentence structure. Some theories hold thatespemake early commitments to the structure of their
sentences, with many major decisions made beforersemtonset (Bock, 1987; Ferreira, 2000). For example,
selection of a verb commits a speaker to an elemeftriae structure that orders its arguments in FerrelfAG
model. Other theories posit that people can and do eatence structures more incrementally (e.g., Chaglf, D
Bock, & Griffin, 2000; Kempen & Hoenkamp, 1987).

Eye movements provide valuable information regarding wheople plan their words (Griffin & Bock,
2003). Speakers gaze at referents as they prepare wortls to tbem (Griffin, 2001; Meyer et al., 1998). Events of
giving such as a student offering an apple to a teacheidpralescribers with a choice between two sentence
structures (see 1-2 below). The prepositional dative pldoesheme immediately after the verb whereas the
ditransitive places the goal in that position. Acrosstiple tasks, indecision is associated with eye movésieifts
between visible choices (e.g., Russo & Rosen, 1975). Wetlhesized that shifts in gaze between the theme and
goal would be more frequent when speakers were uncertaihich argument to mention after the verb (or which
structure to use). Moreover, the point in time whenititeease in shifts occurred would indicate whether spsake
decided structure and order prior to or during the articulati@entences.

A first experiment (Griffin & Garton, 2003) indicated thspieakers shifted their gaze between the theme and
goal significantly more often when they generated aswan like (1) to (3) compared to (4), where the argument
order (and wording) was provided in the question. Although darations tend to decrease as word preparation
becomes easier, it is unlikely that repetition primirapt the words in the question would decrease gaze shefts (
the number of times a gaze on the theme or goal Was/éal by a gaze on the other argument). The differance
shifts was only significant for the time between tmset of the subject noun and the onset of the nwin (e.qg.,
"boy is"), when speakers typically begin preparing podbalenouns (Griffin & Bock, 2000). The difference was
significant both for raw shifts and shifts per secandich controls for differences in speech duration. Th®ult
supports the idea that speakers may decide the order ofatlgeiments at the last second and thus, structure
sentences while uttering them.

In the present experiment, we recorded the speech amdosygenents of 24 participants as they described
pictures that were preceded by word pairs that were asisety related (5) or unrelated (6) to the theme. This
manipulation eliminates the lexical priming componentheffirst experiment. Associated words tend to have litt
or no effect on speed of object naming (Lupker, 1979), althabgh should make the themes more available
conceptually, leading them to be mentioned earlier ti@ais (Bock, 1987). Prepositional datives were the favored
structure for pictures in earlier experiments. Themeedlaords should strengthen the bias to produce prepositional
datives, reducing uncertainty about which argument to expresediately after the verb, and thereby reducing the
number of theme-goal gaze shifts relative to the ute@laondition. Based on the Chang et al model and earlier
results, we predicted that fewer shifts would take pla apeech onset (between the onsets of the sulgent n
and main verb) when speakers were primed with related pairs. Preliminary analyses confirm that we replidat
Bock's effect and speakers produced 8% more prepositionakslafter theme-related words. Eye movement
analyses are underway to determine whether this prieffegt influenced gazes prior to or during speech. Results
that again suggest that arguments were ordered during speedth seviously challenge models of sentence
production in which speakers must make early commitmerggdcific argument orders and syntactic structures.

Examples

(1) Prepositional dative: A boy is handing an apple &eaatier (SOURCE THEME GOAL)
(2) Ditransitive: A boy is handing a teacher an app@UBCE GOAL THEME)

(3) Intransitive: Is a boy sitting on a couch?

(4) Prepositional dative: Is a boy handing an apple éaehter?

(5) Theme-related words: RED CIDER

(6) Unrelated words: THIRST COLD
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Effects of visual and verbal Feedback on Alignment
Kerstin Hadelich?, Holly P. Branigan®, Martin J. Pickering? & Matthew W. Crocker*
hadelich@coli.uni-sb.de
'Saarland UniversityEdinburgh University

It's been shown that restrictions on feedback in comigative tasks have an important impact on how
speakers ground their communicative acts and the effeesgeof it. Generally speaking, the more interlocldoes
allowed to interact, the quicker they solve communieatiasks, and, on a linguistic level, the quicker they agmee
referring expressions for objects under discussion.

Whereas the effects of verbal feedback have so fan Ipgainly investigated with respect to linguistic
measures (e.g. number of words per referring expresstom)effects of non-verbal feedback were thought of as
mainly influencing a more emotional component of comitation. However, recent research has shown tisagbi
feedback (in terms of a shared work space) also hasffeet en the smoothness and effectiveness of the
communication (less pauses, less overlap, e.g., [1]).

In our study we investigated the effects of visual anthaleieedback on alignment, e.g., on the number of
words in a referring expression in a communicative task.

Two subjects were each seated in front of a morseparated by a dividing wall. Their task was to bring a
set of tangrams into their predefined target positiona grid. The participants took turns in giving instructions
which tangram was to be moved into which position.

In a between subjects design, we varied the type of dekdbarticipants could give. In the full-feedback
condition subjects were allowed to talk freely, additlgndne monitors were connected, so that participantgd
see which item was moved by their partner. In thdalefeedback condition, subjects were allowed to tal&lyre
but their monitors were unconnected. In the visual faekllrondition no verbal feedback was allowed, but the
monitors were connected. In the no-feedback conditaitressees were neither allowed to talk nor were the
monitors connected.

For full feedback we expected alignment to be most effectind for verbal feedback fewer words were
expected per referring expression than for visual feedbddk. a&sumption conforms with an alignment model in
which entrainment is achieved through “channels” coting respective (linguistic) levels in interlocutors.[2]

We analysed several measures for alignment, e.g. théanuof words used for a referring expression,
number of disfluencies, and success of the descriptidrs cdmbination of both feedback modalities was thet mos
effective condition across all measures, followed thy verbal feedback condition. With visual feedback only,
however, alignment turned out not to be consistentlysevdghan the verbal only condition. Without feedback,
subjects used more words initially and over time apprahthe average number of words of the visual feedback
condition.

The results suggest that visual feedback is less efféhtiveverbal feedback in a communicative task as the
one described above. Nonetheless, visual feedback olyvimtsonly has effects on more emotional componehts
communications but can also have similar effectsimguistic measures like, e.g., the number of words used in a
referring expression, as verbal feedback.
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The role of function words in lexical access and syntactprocessing
Jessica Peterson Hicks, Jeffrey Lidz, & Janet Pierrehumbeér
jijpete@northwestern.edu
Northwestern University

This paper examines two hypotheses concerning the fréleation words in lexical access and syntactic
processing. Function word strippingclaims that the phonological, statistical, and acoystaperties of function
words allow listeners to quickly segment them, so timgt word immediately following a function word will be
rapidly identified. Function word predictivenesiolds that the rapid identification of function wordsables
listeners to make predictions about the grammaticafjosts of upcoming words, speeding up access only to words
that are strongly predicted to follow. We show thatfion word predictiveness more accurately reflects dheof
function words in syntactic processing.

Christophe et al. (1997) found what they called a functiordwtripping effect on lexical access. In their
phoneme-monitoring task, French-speaking subjects foundttplgmemes faster at the boundary between a
function word and content word than between two contemtls. In this experiment, constituents of target noun
phrases always occurred in the order Det N Adj, so ehéeat word following the function word was always the
syntactic head of the NP and hence was predicted bydhe Since English reverses the position of adjective
noun, English NPs allow us to test whether speeded oaaaties to target items located on the N were duledio t
adjacency to a determiner or to their grammaticalgoate If speeded RTs in the French experiment were due to
function word stripping, then we expected faster RTs tetardocated on adjectives in English than to thosdddc
on nouns. But if speeded RTs in French were due to funetiod predictiveness, then we expected slower RTs to
targets located in adjectives in English than to thms®uns.

In addition to testing for a grammatical category effeet examined the role of the prosodic environment of
the target. We predicted that the presence of nearlspgicoboundaries would vary the strength of the cue to
function word identification. Thus, target NPs were tedaeither sentence-initially (at an intonational gs®
boundary) or sentence-medially (inside an intonatighahse), with stress patterns and length controlledddo
the point of target onset. The determiners used wdemded betweem, the his, andher, and all nouns and
adjectives contained in target NPs were monosyllaticcantrolled for frequency. Target phonemes appeared only
once in a sentence.

Examples

Noun condition / sentence initial condition:

[The tough eck] of the turtle protected him from the family dog.
Noun condition / sentence medial condition:

Harvey wore [a bravensile] to fifth grade P.E. every morning.
Adjective condition / sentence initial condition:

[The gay fort] loomed over the coastline as the pirates@ggred.
Adjective condition / sentence medial condition:

Mother gave him [a eat tool] from the Sears catalog for Christmas

47 English-speaking subjects were visually presented witligett phoneme they were to listen for in the
following auditorily presented sentence. Results showedia effect of the sentential position of the N#t{@l or
medial) (F(180)=13.4p <.001) and an interaction of position with the gramnahitategory of the word containing
the target phoneme (adjective or noun) (F=(188)001). Crucially, in sentence-initial position, aver&jEs to
adjective targets were significantly slower than thtoseoun targets (t(90)=2.21p< .03).

These results support the function word predictiveness hgpist and not the function word stripping
hypothesis because access to the first content wioehiiog the function word was slowed rather than speeded up
sentence-initially. In addition, because there werglifferences in RTs to nouns vs. adjectives senteramtiatty,
we conclude that function word identification is morewuaate at prosodic phrase boundaries than within phrases.
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Prosodic disambiguation of participle constructions irEnglish
Soyoung Kang & Shari R. Speer
skang@Iling.ohio-state.edu
The Ohio State University

We explore the effects of prosodic structure on ambiguougipée constructions in English as in (1),
where ‘-ing’ form can either describe the action of the main stibjgaron (high attachment) or that of the
immediately preceding noun phrasepoor guy(low attachment). We extend work by Price, Ostenddrtsick-
Hufnagel & Fong (1991) who showed prosodic disambiguation feitype of sentences in English.

Examples

(1) Aaron followed a poor guy drinking his soda.
a. [Aaron followedjp [a poor guy drinking his soda]. (earlylP)
‘A poor guy was drinking his soda.’ (low attachment)
b. [Aaron followed a poor guyp [drinking his soda]. (latelP)
‘Aaron was drinking his soda.’ (high attachment)

A written comprehension study was conducted to obtaialibaspreferences in reading. Participants read
ambiguous sentences from a computer monitor and complebeihsks, answering comprehension questions such
as “Who was drinking soda?” with ‘1 definiteNarori, ‘2 possibly Aaroni, ‘3 either Aaron or the poor guy ‘4
possiblythe poor guy; or ‘5 definitelythe poor guy and rating the acceptability of each interpretattara 5-point
scale, (1='acceptable’ and 5='not acceptable’). The mesponse for the comprehension question was 3.23,
indicating the ambiguity of these constructions and s taaard the low attached reading. Similarly, resultd e
acceptability rating task showed that both readings efséntence were fairly ‘acceptable’. We also found tha
readers considered the low-attached reading (mean 1.98)orle acceptable than the high-attached reading (mean
2.38).

We investigated the effect of prosody using spoken versibtise same materials. We predicted that an
Intonational Phrase (IP, hereafter) boundary befoeeambiguous ‘-ingform (latelP) would induce more high
attached readings, while an IP boundary in a previousidocan the sentence (earlylP) would result in mone-lo
attached readings. After listening to one prosodic remditf each sentence, participants answered the same
comprehension questions as in the written study, usingaime five options and rated each interpretation usimg th
same 5-point scale. The mean comprehension respon&@afigtP sentences (3.74) showed that they were most
often interpreted as low attached. The mean for LadgetRences was significantly lower, 2.82 (t=9.28, p<0.01),
showing that they were less likely to be interpretetbasattached (see Figure 1). Acceptability ratings alsmwed
that, while all pronunciations were relatively accefgain the earlylP condition, the high attachmertgripretation
was significantly less acceptable (2.82) than thatdfierdttachment (1.59) (t=13.2, p<0.01). The opposite was found
in the latelP condition, where the high attachmeadtirey (1.97) was significantly more acceptable than tirdoiv
attachment (2.27) (t=-3.34, p<0.01). Also noticeable wasfabiethat low-attached sentences pronounced with
earlylPs were more acceptable than high-attachedrsmrstavith latelPs (1.59 vs. 1.97), which suggested that the
syntactic bias for low attachment (from the readitugly) interacted with prosodic phrasing during comprehension.
Another possibility is that the late IP pronunciatisrconsistent with both a high-attached reading oktdrgence
and a non-restrictive reading of low-attached interpiataof the participle phrase.

c
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Different Time Courses of Integrative Semantic Processg for Plural and

Singular Nouns: Implications for Theories of Sentenc@rocessing
Shelia M. Kennison
kenniso@okstate.edu
Oklahoma State University

The research investigated the time course of integraiynantic processing during sentence processing.
The results of two on-line reading experiments demorstithtat the semantic integration of a noun with a pliage
adjective occurred more rapidly when the noun was plual thhen the noun was singular. Reading time was
measured on sentences containing an NP composed of eativadand a noun whose combined meaning was
plausible or anomalous (Experiment 1) or was typicalymieal (Experiment 2). Sample sentences from Experiment
1 are shown in 1. Sample sentences from Experiment g&hawen in 2. In both experiments, reading time was
measured using a self-paced moving window. Slashes ingicgentation boundaries. The results showed that the
effects of semantic plausibility and typicality weresetved immediately during the processing of plural nouns, but
were observed at a delay for singular nouns, occurrirggotence regions following the singular nouns. Thetesul
suggest that the time course of integrative semantiegsotg may be linked with comprehenders’ analysis of the
incoming noun as the head of the noun phrase versugghedun in a noun compound. Plural nouns are more
rarely compounded than singular nouns (Haskell, MacDonal8eiflenberg, 2003; c.f., Gordon, 1985; Kiparsky,
1982) and may be more rapidly identifiable as the headeohtiun phrase. Implications for theories of sentence
processing will be discussed.

Examples
1 Plural Noun — Anomalous
a. Fred /read /that /the careful /castles /had beediést /for /centuries /by historians./
Plural Noun - Plausible
b. Fred /read /that /the ancient /castles /lead studied /for /centuries /by historians./
Singular — Anomalous
c. Fred /read /that /the careful /castle /had tstedied /for /centuries /by historians./
Singular - Plausible
d. Fred /read /that /the ancient /castle /had sedied /for /centuries /by historians./
2 Plural Noun — Atypical
a. Hank /said /that /the sugary /olives /were /likehe fsource /of the /bacteria./
Plural Noun - Typical
b. Hank /said /that /the salty /olives /were /likahgl/ source /of the /bacteria./
Singular Noun - Atypical
c. Hank /said /that /the sugary /olive /was /likely /$oarce /of the /bacteria./
Singular Noun - Typical
d. Hank /said /that /the salty /olive /was /liki&thye source /of the /bacteria./
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Locality, Frequency, and Obligatoriness in Argument Attachnent Ambiguities
Lisa King and Robert Kluender
lking@ling.ucsd.edu
University of California, San Diego

One current issue in sentence processing is the timmeecm which various types of information influence
the parser. The goal of this self-paced reading time stadyto investigate whether the attachment of thaguohbs
preposition in the examples below is initially influedday structural principles alone, or whether various non-
structural factors also play a role. The prepositionahgd (PP) complement in (1) and (2) may attach to biveoo
verbs, where the first verlpt) obligatorily requires a locative and the second vedaX, hur) optionally allows
one. Additionally, the co-occurrence frequency of thebeatded verb for an optional PP complement was
manipulated, such that the verb typically appeared witR adplement (e.g:oax, hur), typically did not appear
with a PP complement (e.ipave, movg or had a neutral bias for a PP complement {kergw, drop.

Residual reading times were investigated at two poiniatefest in each sentence: the first PP and the
disambiguation region (the pronoun in the 1-PP conditiom, the second preposition in the 2-PP condition).
Comparisons were made within condition, and senteraesan(d (b) served as both test sentences and control
sentences at different points in the sentence. Kkample, (1b) served as the control for (1a) at theainiti
preposition: (1b) is ambiguous and whichever attachmenade is unproblematic at this point. On the othedhan
the preposition "onto" in (1a) is only compatible witte main verb. Reading times were expected to be skawer
this point if "onto" was initially attached to the bedded verb "stained". Similarly, (1a) served as théraiofor
(1b) at the pronoun. It was assumed that "onto" in (k&) aerrectly assigned to "put" by this point in the eecg,
thus no reading difficulty was expected to occur at "hel'.(1b), however, the preposition "into" may or may not
have been attached to "put". If "into" had been asdign¢he embedded verb, the pronoun would cause reanalysis
to occur and reading times were expected to be slowkisghdint in (1b) than in (1a).

Three experiments tested the predictions made for thersass in (1) and (2) by the Garden Path Theory
(GPT; Frazier 1979), the Dependence Locality Theory (DGilgson 1998, 2000), and the Late Assignment of
Syntax Theory (LAST; Townsend & Bever 2000). The GPT @nedDLT predicted reading difficulties in (1).
Specifically, the GPT predicted a garden path effectaptkposition "onto" in (1a), and both theories prediated
garden path effect at the pronoun "he" in (1b). The LA&dicted a garden path effect at the initial preposition,
"at", in (2a), and another garden path effect at thenskpreposition, "into", in (2b). None of these thesri
predicted that the attachment of the initial prepositiorthese structures might be influenced by the biatef
embedded verb for a PP complement.

The sentences in (1) elicited reading difficulties regasdte# the bias of the embedded verb. These results
suggest that the preposition was initially attached ¢oetnbedded verb, and that this attachment was made on th
basis of structural information alone. However, (2&jted a garden path effect when the embedded verb wasdi
against a PP complement. When the embedded verb tymqgdears with a PP complement or has a neutral bias
for a PP complement, it appears that the initial préiposis initially attached to the embedded verb (whicthe
correct parse). However, when the embedded verb wasdiagainst a PP complement, it appeared as if thed initi
preposition was initially attached to the main vetlggesting that verb bias may also initially inform gaese.

None of the three theories considered was able tmuatdor the entire set of results. The GPT coryectl
predicted that (1a) would be read more slowly than (1)eapreposition "onto", and that (1b) would be read more
slowly than (1a) at the pronoun "he". The DLT corgeptedicted that (1b) would be read more slowly than §ta)
the pronoun, but failed to predict that a preposition woaldgsociated with an incompatible verb in (1a). TR& G
and the DLT each failed to predict that there would belirg differences between the sentences in (2) when the
embedded verb was biased against a PP complement. yFHhalLAST failed to account for the findings from all
three experiments. A variable-choice model that permerb-specific information to influence attachmergym
account for the results.

Examples

(1) 1 PP: Ambiguity resolved immediately (a) or latesémtence (b), at bolded word; underlined word ambiguous
(a) Gavin put the jacket that Jodi stairoedo the coat rack before he took off his hat.
(b) Cole put the rabbit that Abby coaxed ift®carrier beforée took it home.

(2) 2 PPs: Ambiguity resolved immediately (a) or lateséntence (b), at bolded word; underlined word ambiguous
(a) Gavin put the jacket that Jodi hurégdhe closet onto the coat rack.
(b) Cole put the rabbit that Abby coaxed itite living roominto its carrier.



CUNY 2004 Thursday, March 25: Poster Session | 37

The use of relational vs. typical participant information n sentence processing
Jean-Pierre Koenig, Gail Mauner, Kathy Conklin, & Breton Bienvenue
jpkoenig@buffalo.edu
University at Buffalo

The rapid use of lexically encoded participant informatiomterpreting sentences is now well established.
What is more controversial is the nature and fornthef participant information that is used. Ttypicality
hypothesisrticulated, e.g., in McRae et al. (1997) holds thatitfi@mation consists of a list of typical properties
of fillers of participant roles (e.gmeanfor the agent ofrighten) and of typical participants in events denoted by
verbs (e.g.waitressfor the agent aferve. In contrast, theelational hypothesiarticulated in Mauner, et al. (1995),
and others, holds that this informatialsoincludes more abstract, relational, information aloatrolebothtypical
and atypical participants play in the denoted events @gsality, volition, see Dowty, 1991). Koenig et al. (2003)
provide evidence supporting the latter view. They firgiuarthat some verbs require and lexically encode an
instrument participant roles¢ratch while others only allow and do not lexically encodeitastrument andaliz8.
They then show that, even when WH-fillers were judgpeh#ly plausible, the post-verbal regions of sentenass th
contain a verb that encodes an instrument saefchin (1)), are read faster than that those that corgtaderb that
does not encode an instrument ralandalizein (1)), as the relational hypothesis would predict.

But, another interpretation of Koenig et al.’s resthiat is compatible with the typicality hypothesishatt
their fillers (e.g.key) primed the situations evoked by the instrument verlgs, &ratcl) more than the situations
evoked by the non-instrument verbs (exandalizg, along the lines of McRae et al. (2001). To exclude this
possibility, we conducted two distinct region-by-regiolfrgaced reading experiments with a secondary incremental
make-sense judgment in which fillers were either abstnames for instruments (e.gmplement, tool, device,
utensil, (2)) or the inanimate WH-pronouwshat (3) (regions indicated with (])).We found that the dakd post-
verbal regions in (2) and (3) were read faster in thiedly encoded obligatory instrument verb conditisorétch
than in the non-encoded optional instrument verb cardiandaliz¢.

Note that WH-fillers in these experiments contributgbdez no semantic content or no content aside from
naming the role played by the questioned object. Theretbey cannot differ in typicality across instrumant
noninstrument verb conditions in the sense of McRa&.eOnly the relational hypothesis predicts the ioletz
reading time differences. Thus, the results of theseekperiments confirm Koenig et al. (2003) and suggests that
not all lexical semantic information relevant tolome processing can be reduced to typicality of participant

Examples

Q) Which key | did the teenagers | scratch/vandaliee ¢itI's new car with | last night?
(2) Which implement | did the teenagers | scratch/vazedfihie girl’s new car with last nigh?
3) What | was the girl's new car | scratched/vandhlizéth |in the parking lof last nigh?
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The on-line establishment of hyperonymic anaphorical relabns
Sylvia Kulik *, Ina Bornkessef, Matthias Schlesewsky
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YUniversity of Marburg, GermanyMax Planck Institute of Cognitive Neuroscience, Leipzig,
Germany

One of the most fundamental questions in language compiehenoncerns how the comprehension
process is influenced by the context in which an uttds encountered. Contextual information is particularly
important in the resolution of anaphorical relations, in establishing and maintaining reference througkioait
discourse. Typically, the resolution of anaphoric expoessiduring on-line comprehension is examined using
personal pronouns (e.g. Osterhout & Mobley, 1995; van Go&pdhjid, 2004). However, there are also other
means of establishing (felicitous) anaphoric relatidmsexample by the use of hyperonyms (e.g. 1).

(1a)Peter fragt sich, wer den Karpfen gestohlen hat.
Peter asks himself who the carp stolen has
‘Peter is wondering who stole the carp.’

(1b) Dann erfuhr er, dass der Junge den Fisch/Karpfen gestohlen hat.
then heard he that the boy the fish/carp stolen has
‘Then he heard that it was the boy who had stolerfishécarp.’

In a study using event-related potentials (ERPs), werasted the processing of anaphoric referential
expressionsdarp in 1b) with that of anaphoric hyperonymfés in 1b). While in a neutral context (‘Peter is
wondering what happened.’), the two variants of (1b) dodifter from one another at the positionfigh/carp
there are clear differences between the two in ttaplaoric context provided by (1a). Thus, the repetitiothef
referential expressiorcdrp) gives rise to a reduction of the N400 component bet886nand 500 ms post critical
word onset (in comparison to a neutral context), wihiéesame effect is delayed by approximately 70 ms inabe ¢
of the anaphoric hyperonyrfigh).

On the one hand, these results indicate that the attegrof a nominal constituent is eased by the
availability of an anaphoric relationship, as reféecin the reduced N400. Moreover, and perhaps more importantly
the ERP effects give a precise indication of the tamarse involved in the processing of a hyperonym-hyponym
relationship at the sentence level. It thus appeatshieaactivation of the concept ‘carp’ — and therelgydhse of
integration of the corresponding noun phrase in the taggdence — is delayed by approximately 70 ms because this
is the time required by the comprehension system taifdeghe new nominal element ‘fish’ and establish it
hyperonymic relationship with the antecedent concepp’c These results therefore suggest that semanttoreda
such as hyperonymy are immediately used in the estai#ishof anaphorical relationships, thereby easing the
integration of arguments at the sentence level. Netexth, these processes are constrained by the stratthee
mental lexicon and the semantic relationships encode@ith
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Differential processing of sentential information: Effects on Recovery from the
Garden Path

Mary Michael, Peter C. Gordon
mmichael@email.unc.edu
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In this series of eye-tracking experiments, garden-patteisees containing a subordinate-clause ambiguity
were used to examine the interaction of early andrégtding comprehension processes in circumstances igere t
initial garden-pathed reading might influence the finaiiptetation of the sentence. Participants read seggdhat
were either clearly disambiguated on both syntacticsamantic grounds, or that had two possible interpretgtion
one requiring a plausible inference.

In Experiment 1 we compared single-meaning sentences syt a

(1) While Sally rode her pony rested in its stall.
in which the disambiguation is complete, with senteiscoed as (2):
(2) While Sally rode her pony broke into a canter.

that has dual-interpretations.
Although "her pony" is clearly the subject of the menb "broke", the reader may plausibly infer that Sally
is riding her pony. A comprehension question such as (3):

(3) T or F: Sally rode her pony.

checked the reader's interpretation of the ambiguous MRFowig dual-meaning sentences readers
answered "True" about 65% of the time, compared to 25%rfgtesmeaning sentences.

Reading times were longer for single than for dual-inttgtion sentences. Differences appeared in
rereading and were also found to interact with compréterss measured by response to the comprehension
question.

Since the initial grouping of words is responsible far ¢farden-path effect, we considered it important to
see how far this influenced final understanding (Christi@, Hollingworth, Halliwell, and Ferreira, 2001). In a
second experiment the clause order was reversed toigstdia extent to which the inference would be madexwhe
there was no initial ambiguity. Responses showed ttiateffect of inferential information was just asoseg:
participants answered “True” slightly more frequentlydaling the reverse clause sentences, although the differe
was not significant, indicating that the initial gardmath reading had no noticeable effect on final integpiai. As
with the garden-path sentences, the reverse-clausmsentwere reread more in the single-meaning condition.

A third experiment manipulated the presence of commasparate the clauses and eliminate the garden-
path. This was intended to confirm the degree of garddrifgaind to provide a further check of the degree of
inference made when the initial misanalysis wasdaai Responses were similar to Experiment 2: effects were
again found on rereading times for both sentence typghsaniinteraction between rereading and response.

Finally, in Experiment 4, a preliminary sentence providedtext for the alternate meanings of the dual-
interpretation sentences (Pickering and Traxler, 1998) siflgge-meaning sentences were included for comparison.
The context sentence was effective in influencing nese®, and also had an effect on reading times, sigmifjaan
rereading of the context sentence. Dual-meaning segdoicwhich the context supported the inference werd re
more quickly than the single-meaning sentences; thagersms for which the inference was disconfirmed took
longer. The results show that an initial misanaljsid no significant effect on final understanding. Haweit
appears that when the reader’s initial interpretatsooompatible with his or her final interpretation mabysis is
abbreviated.
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Prefrontal Cortex and the Role of Selectional Process in Language

Comprehension: Frogs, Napkins, and Broca's Area
Jared M. Novick, David January, John C. Trueswell, & Sharon L. Tlompson-Schill
jnovick@psych.upenn.edu
University of Pennsylvania

Lesions to Broca's area typically result in a coll@ctof linguistic impairments, including deficits in
production and the comprehension of particular syntaictictsires. Consequently, numerous theories have claimed
that this region of left prefrontal cortex (PFC) isi@to syntactic processing, and perhaps subserves gramimati
representations. However, recent neuroimaging findingsodstrate the involvement of Broca's area in sabecti
among competing sources of information [1]. Thus, Broaaéa might mediate the selection/resolution of multiple
linguistic analyses during comprehension: damage shouldigelgémpair ambiguity resolution and garden-path
recovery.

We tested this hypothesis by assessing sentence pngceagdlities in three patients with damage to left
PFC. Two had lesions sparing Broca's area (P1, P2) amdhad a lesion including Broca's area (P3). P1 and P2
exhibited relatively preserved and fluent speech. By ashtP3 had effortful, disfluent speech, characteridtic o
agrammatic aphasia.

Patients were given spoken instructions to move objatta table while direction of gaze was recorded.
Critical instructions contained a temporary syntaatitbiguity like (1a) where “on the napkin” could be the Gial
“Put” or a modifier of “frog”. Alternatively, the phrasvas unambiguous (1b).

1. a. Put the frog on the napkin into the box.
b. Put the frog that's on the napkin into the box.

Like previous studies of normal children and adults [2],reeféal scenes contained a Target Animal (frog
on napkin), an Incorrect Goal (napkin), a Correct Gbak), and a Competitor Animal (horse or frog in bowl,
corresponding to 1-Referent or 2-Referent scenes).ofdBs area is responsible for selection, then damagdd
result in comprehension patterns similar to those pusly observed for five-year-olds [2]. This is becaueatél
systems develop late, with general selectional impaiteneften observed through the teenage years. Thushigatie
with Broca’'s area damage should show—Ilike young children—raibility to select syntactically subordinate
interpretations.

Indeed, striking differences were observed between Phanather frontal patients: only P3 generated error
patterns similar to five-year-olds. Specifically, P8tsors were localized to Ambiguous trials: 63% (5/8) vef8as
(0/4) for Unambiguous. All but one error involved the Imeot Goal, and were of the sort previously observed fo
children: three ‘hopping’ (frog to empty napkin then boxje (falling short’ (frog to empty napkin), and one ‘other
(Competitor frog to empty box). P3's errors were mdkelyi in 2-Referent contexts (4/4) than 1-Referent contexts
(1/4), a pattern also similar to children’s. Moreowadt,of P3’s errors involved selecting the CompetitorirAal
(frog in bowl), suggesting that “on the napkin” was rodginiaterpreted as the Goal of “Put’— and never as a
modifier of “frog”—regardless of visual context. By cordtafrontal patients with Broca's area spared were like
normals: P2 made no errors, and P1 made one on an Unabitrial. P3’s eye movements were also similar to
five-year-olds’: all but one Ambiguous trial had look(g) the Incorrect Goal upon hearing “napkin”. Eye
movements to the Incorrect Goal for P1 and P2 wererebg, but at a considerably lower rate than for P3.

These findings support the hypothesis that Broca's arbsesves selection among competing syntactic
analyses. When faced with temporary ambiguity, P3 shayvedt difficulty overriding strong lexico-syntactic
tendencies. The dominant syntactic analysis—the firspositional phrase being an argument of “Put"—was
initially selected, and subordinate parses were raifedyer, recovered. P3 had little difficulty with unambigso
forms, despite similar length and complexity, suggesting predesyntactic knowledge, but damaged selectional
abilities. Results will be discussed in relation tortble of Broca's area in competitive selection amatarologically
plausible, lexically-based parsing system. We will alsouls data collected from normal adults who participated in
the ‘Put’ task, a reading garden-path study (using the DOMgaity), and a set of measures of working memory.
The results revealed individual differences in the abibitrecover from garden-paths generally: garden-paths in
reading correlated with garden-paths in the visual-worH.t@iaken together, these findings suggest an important
role for a linguistic selection mechanism in parsingsgaly localized to prefrontal cortex.
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Japanese Exclamatives and the Strength of Locality Conditions

in Sentence Generation
Hajime Ono, Masaya Yoshida, Sachiko Aoshima, and Colin Phillips
hajime@umd.edu
University of Maryland, College Park

Previous studies on Japanese sentence processing havesttated a locality bias in the comprehension of
questions: after encounteringwdrphrase, readers expect to encounter a licensing questibolepat the first
grammatically available verb position (Miyamoto & Takahi, 2003). This study investigates the interactiohisf t
locality bias with grammatical constraints, using dapanese exclamative expressiante which may itself appear
in embedded clauses, but only allows a main clause éceResults of our sentence completion task indicate tha
speakers will go to great lengths to provide a local $eerfor the exclamative, but are able to do so without
sacrificing grammatical accuracy.

When the Japanese expression nante appears as a paldrgéranoun phrase it strongly signals an
exclamative phrase. Like wh-expressions in Japaneses narst be licensed by verbal particles (in this cibere
da or ka). Unlike other wh-expressions, however, tr@ngor of nante can only appear in a main clause. Brem
perspective of on-line processing, this grammatical rement creates a potential conflict with the indepergent
established bias for wh-expressions to find a locahkor (Miyamoto & Takahashi, 2003). We investigated how
speakers resolve this conflict using a sentence fragmampletion task (n=42), that compared how speakers
complete fragments containing exclamative or interrggaxpressions, such as dono, ‘which’. In two condit{@ns
2) these expressions appeared in-situ in an embedded clause.

Completions of the wh-in-situ conditions showed a \&rgng bias to produce a local licensing question
particle inside the embedded clause (92.9%), consistenpvéthious findings (Aoshima et al., 2003). Surprisingly,
the exclamative condition also showed a strong locahking bias (79.0%). The embedded clauses were frequently
completed as quotations that inherit all the properfiesain clauses, thereby allowing local licensing afiteawith
no violation of any grammatical requirements. Quotaierare generated in 65.7% of exclamative conditions, but in
only 2.1% of wh-conditions, F1(1,41)=99.7, p<.0001; F2(1,29)=321.3, p<.0001.

Second, we compared exclamative (3) and interrogativexptessions that had undergone scrambling to
sentence initial position. Previous studies have shtivat scrambled interrogative expressions are frequently
analyzed as if they are scrambled from an embedded ¢laaskima et al., 2003). However, this option should not
be available for an exclamative with a local licamsgince it is impossible to scramble an NP out dfiract
quotation (Uchibori, 2001).

Consistent with our prediction, completions in the axatve conditions showed very few evidence of
embedded clause placement of either the exclamative kicehsor (10.0%). The scrambled interrogative condition
showed evidence of greater numbers of embedded clausprétédions (39.5%), as evidenced by embedded
question particles or embedded verbs that select a datggement. The contrast between exclamative and
interrogative scrambled conditions was significant F1(£49)1, p<.0001; F2(1,29)=58.0, p<.0001.

Taken together, the results from this study show theatdtal licensing bias observed in the comprehension
of wh-expressions extends to a sentence generation @adkthat the bias is so strong as to require creative
strategies, such as the generation of quotations, im twrdeconcile locality with grammatical requirements.

Examples
(1) NP -wa [NP -ga [nante Adj N] -ni ... [exclam.-conditjan-situ]
-top -nom -dat
(2) NP -wa [NP -ga [dono Adj N] -ni ... [interr.-conditiom-situ]
-top -nom -dat
(3) [Nante Adj N -nif NP -wa [NP -ga ... [exclam.-conditjatrambled]
-dat -top -nom
(4) [Dono Adj N -nil NP -wa |[NP -ga ... [interr.-conditipacrambled]
-dat -top -nom
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Long-Distance Dependencies involving Clitic Pronouns iBpanish
Leticia Pablos, Colin Phillips
lepablos@wam.umd.edu
University of Maryland

This study uses experimental evidence from Spanish tstigaée how topic-clitic dependencies whose tail
consists of a preverbal clitic pronoun are interpreladt as the presence of a wh-phrase in English reliedpyres
an upcoming gap, in Spanish the presence of a topicalizadephaliably requires the occurrence of a clitic pronoun
in sentences like (1)(e.g., Rivero, 1980, Contreras, 19919.pBper presents results from two questionnaire studies
and two on-line studies that confirm the clitic requiemty and show that the presence of a topicalized phrase
facilitates the processing of the first following idit

Experiment 1 (acceptability rating, n=39) showed that Spaspeakers strongly prefer that dependencies
involving topicalized NPs be completed by an overt proncather than by a gap. Experiment 2 (sentence
completion, n=15) confirmed that this generalization ma$eto active sentence generation. Experiments 3 and 4
investigated whether this leads to active predictigorofiouns in on-line processing, parallel to active gagtiome
in languages like English (e.g., Stowe, 1986).

Experiment 3 (self-paced reading, n=55) compared reading tint&s iconditions, both of which contained
a topicalized NP and a clitic pronoun in an embedded cliusse condition (2a) the embedded clitic was the first
clitic after the topicalized NP, and thus completed tipéctclitic dependency. In the second condition (2b) there
an additional clitic pronoun in a higher clause, allowaaglier completion of the topic-clitic dependency. Result
showed that the embedded clause clitic pronoun was reaglquakly in (2a), despite the fact that the referent of
the pronoun was more recently activated in (2b)(1(64)=3.62,p<.06; §1,23)=4.27, p<.05). This ‘anti-locality
effect’ for the processing of the pronoun is expectedaégssing of the topicalized NP initiates active prealictf
an upcoming pronoun. Additionally, since the dependency-coimpleffect appeared in a pre-verbal position, it
lends support to claims that verbs are not needed focdimpletion of long-distance dependencies (Gibson &
Hickok, 1993), contrary to direct association approachekéRhg & Barry, 1991).

In order to establish whether the facilitation dffiscspecifically due to the topic NP, rather than toae
general anti-locality effect, Experiment 4 is currentbpmparing topic-clitic constructions with other Spanish
constructions in which topicalization is absent b timear order of NPs is identical. The new condititalse
advantage of the fact that Spanish allows post-vettméats, by placing an NP just like the topicalized NRnial
position of the context sentence (3). Thus, the liristance between the pronouns and their antecedents are
matched across topicalization (3ab) and non-topicatizatonditions (3cd). If the facilitation of the embeddktic
pronoun is due to topicalization, then the effect shoaldlisent in the non-topicalization conditions. Alégively,
if processing of the second pronoun in a sentence gseda a general anti-locality effect, then the Ifstion
effect should be observed at the second pronoun, indepesfdbrtpresence of topicalization.

Examples

(1) A esos musicasel director de la orquestas necesita.
To these musicians, the director of the orchestra them-acc(masts. nee
(2) Context sentence:
Yendo a la escuela, mi hermana mayor y yo vianwss amigas Ana e Irene.
Going to school, my sister and | saw my friends Ana and Irene

(2a/b)A estas chicasmi hermana mayor mas tgrdéa) O dijo que
(b) le
To these girls, my sister old later of¥/{them-dat} said that
ya lo cree quas conoce desde hace tiempo.

indeed it-acc(masc) thinks that them-acc(fem) knows for a long time.
(3) Context sentence:
Cuando abrieron las puertas del teatro en el que sealsdetlrcasting,entré precipitadamemtegrupo de
chicas
When the doors of the theatre where the casting was given opened, a graigperitgied precipitately.
(3a/b)A estas chicasel organizador del castihg(a) O explico
(b) le
To these girls, the organizer of the castingthem-dat} explained
con todo tipo de detalles que el manaager iria llamando por apellido.
with all sort of details that the manager them-acc(fem) willlmahame.
(3c/d) El organizador del casting(c) O explic con todo tipo de detalles
(d)le
The organizer of the castingq them-dat}explained with all sort of details
gue el managelas irfia llamando por apellido.
that the manager them-acc(fem) will calby name.
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The time course of recovery for grammatical category informaon during

lexical processing for syntactic construction
Thomas Pechmann & Merrill F. Garrett 2
pechmann@rz.uni-leipzig.de
YUniversity of Leipzig,?University of Arizona

We will discuss results from several related investigestiof lexical access in language production that
focus on syntactic classes and their interaction thighgeneration of sentence structures. Earlier wofkeshmann
and Zerbst (2002) reported grammatical category effectarning performance in a picture-word interference task.
Grammatical category information was not activatecerwisubjects produced bare noun descriptions of simple
objects. But, a robust effect appeared when the respmoesedures required speakers to produce target words
embedded in syntactic frames. Follow-up experiments exptbig effect using parallel tests conducted in German
and in English (Pechmann, Garrett, & Zerbst, in pres&§e demonstrated first that compilation of a simpke N
would yield grammatical class effects in picture wordriietence experiments, and further, that these effgqtear
in the same time frame as that generally observeseimrantic processing. A significant feature of thepgamison
across languages is that the effects emerge in Gernthiraglish with very similar activation profiles. Omete
grounds we can rule out the possibility that the syrtaaffects first reported by Pechmann and Zerbst agtuall
depended on syntactic gender activation rather than wetiegorial constraints. Grammatical gender const airg
lacking in the English language version of the experimeMsre generally, these major grammatical category
effects are distinguishable from any lexical semanttues of distractors used (as indicated by the lack of
interference in the bare noun version of the tedik)s affirms the need to distinguish any general seimant
correlates of grammatical category from processes neéggey the integration of lexical content in phrasal
environments.

Two further observations concern the time course afgssing. The results showed activation of syntactic
information in the same time frame as that normalbgerved for semantic distractors. Additional work by
Pechmann & Zerbst (in press) directly compares semawintactic, and phonological distractors and confiams
early emergence of syntactic constraints. The thigteactor types were tested in two coordinated expersrant
several successive time frames. In both experimgmtadic activation preceded semantic activation. $gimand
syntactic activation were subsequently contemporanendis€@ntinued to be significant at probe points for which
significant phonological activation appeared. This wdkved by the fading out of syntactic and semantic
activation prior to full phonological activation. Thppearance of syntactic interference at a point prisetmantic
interference may reflect either a task specific naiahce of the syntactic frame used across succesisngus
presentations, or it may reflect very early conceptudtiven grammatical encoding steps. The pattern overall
suggests a significant degree of concurrence in the elddorof the three processing types. Research in pogres
extends these findings to other grammatical categoryasist(e.g., verb distractors).
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The conceptual-syntactic interface during real-time languageomprehension
Maria Mercedes Pinangd & Heike Wiesée
maria.pinango@yale.edu
yale University;?Humboldt University

Traditionally, semantic and conceptual representatia& mot been distinguished for the purposes of
comprehension. Research on the syntax-semanticfaicgehowever, suggests the existence of a level, S,
an organization that is distinguishable from concepteptasentation. Here, we investigate whether the language
processor access this level during comprehension.

Consider the following triad: 'cows', 'cattle’, 'be&he referents of 'cattle’ and 'cows' belong eosghme
conceptual category as they are both not substancesntities consisting of objects. They differ syntaattic
however in that only ‘cows' can pluralize (*cattléd)e propose that these two sets of features come togethee
independent level of representation SEM which mediaiesaptual and syntactic representations. The correlatio
between those classifications is achieved on the 3&MI by two features, [? struc] and [? ind]: semantic
representations are [+struc] if they have an intestralcture that determines what counts as one minimstdrice of
the concept; they are [+ind] if they contain an indilidation function that provides direct access to individual
elements.

These features distinguish 'cattle’ from both 'cond''beef on the SEM level: the semantic represemtatio
of 'cattle' differs from that of 'cows' because itsloet contain an individuation function (‘cattle’ ie¢q, whereas
‘cows' is [+ind]), and it differs from that of 'be&f' having an internal structure (‘cattle’ is [+strwdhereas 'beef is
[-struc]). These SEM features identify three nominakses: [+struc, -ind] nouns or collectives (eg. ‘eatit
'furniture"), [+struc, +ind] nouns or plurals (eg. ‘cowahd [-struc, -ind] or mass nouns (eg. 'beef").

We hypothesize that if this level of representatmadcessed for the purposes of comprehension, priming
effects based on these properties should be observesiprdicts that collectives such as 'furniture' shoule lzav
facilitating effect for other collectives such adtlea (coll-coll), as compared to plurals like 'cowslfplu) or mass
nouns such as 'beef (coll-mass). This is so basetheocommonality of SEM features for the coll-coll ppan
contrast to the coll-plu pair which only shares [+gtraad the coll-mass pair which only shares [+ind].

This hypothesis was originally successfully tested imlish, and has now been tested in three other
languages: German, Persian and Spanish. These languagehosen because they vary in interesting ways in the
manner they represent collectivity (e.g., Persiay shows plurality through collectivity). Yet, they ak predicted
to exhibit the same effect, thus reflecting a featdrthe architecture of the comprehension system réattear a
language-specific idiosyncracy.

Our predictions were tested using a lexical decision taskngdal paradigm). They are all borne out by the
results: Means for German: coll-coll=710.85ms < coll-plu=733s,4w0.0048; coll-mass=734.88, p=0.008); for
Spanish:coll-coll=700.23ms < coll-plu=736.01ms, p=.032; coll-mass=743,63m009; and for Persian:coll-coll
=718.52ms, mass-coll=731.09ms, p=0.05; mass-mass= 753.45ms < cellF8as89 ms, p= 0.0007).

We place these findings in a model of the architectfirh® language system in terms of its abstract
representation and dynamic implementation.

Examples

1) a. collective(prime)-collective(target) pair: caftistruc,-ind] - furniture[+struc,-ind]
b. collective (prime)-plural (target) pair: cafttestruc,+ind] - chairs [+struc,+ind]

2) a. collective(prime)-collective (target) pair: caftistruc,-ind] - furniture[+struc,-ind]

b. collective (prime)-mass (target) pair: catistruc,-ind] - water [-struc,-ind ]
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Processing secondary predicates: does locality matter?
Liina Pylkkénen®, Brian McElree!
Liina.pylkkanen@nyu.edu
'New York University

Arguments, adjuncts, and the role of locality.

English post-verbal adjectives can be interpreted edbatepictives, i.e. as defining a state in which eithe
the subject or the object is during the event descripaldeoverb (1), or as resultatives, where the adedpecifies
a resultant state of the event described by the 2rb (

1. Depictive: The boycarried the flagwet.

2. ResultativeThe boy painted the wall blue.

While depictives are always optional and are properbtédas adjuncts, resultatives are usually analyzed
as causative constructions where the main verb takiis argument a small clause like complement headecdeby th
resultative phrase (e.g. Dowty 1979, Carrier & Randall 1998reSpost-verbal adjectives can be interpreted either
as adjuncts or as arguments (depictives vs. resultatives$ attaching locally or non-locally (subject vbjeot
depictives), they provide a potentially fruitful domain fovestigating both argument/adjunct asymmetries as well
as the role of structural parsing principles in adjun@rprietation. Specifically, it has been proposed thapifirase
cannot be analyzed as an argument or a theta-assigaeénterpreted via construal (rather than attachiievhich
is not sensitive to locality (Frazier and Clifton, 1996pnsistent with this, Frazier and Clifton found nffedences
between unambiguous subject and object depictives in wwholence reading times. Frazier and Clifton also report
that resultative interpretations are intuitively pregel; although this prediction is not explicitly tested.

In the present study we used a moving window self-pacedngadiradigm to test whether resultatives are
indeed processed faster than depictives (due to the arguwstems of resultatives) and whether depictive
interpretation shows evidence of locality insendiyivinlike Frazier and Clifton, we tested both ambiguand
unambiguous depictives.

Materials.
® Unambiguous object depictive vs. resultative.
The artist returned/knocked the picture frames crooked ddbjgitwarnings.
(ii) Unambiguous subject depictive vs. resultative.
The teenage boy painted his walls bored/turquoise wislpdrents were out of town.
(iii) Unambiguous subject vs. object depictive.
The taxi-driver gave away his old car saddened/dentedraétey years.
(iv) Ambiguous subject vs. object depictive.

The postman delivered the mail dirty and shredded/irdtafier the rainstorm.

Results.

Resultatives were processed faster than both objecttikegi and subject depictives. Unambiguous subject and
object depictives were processed equally fast, but ingumobs contexts subject depictives elicited longer reading
times than object depictives in the spill-over regibthe disambiguating adjective.

Conclusion.

First, consistent with the construal hypothesis, tatues were processed faster than depictives. Howévisr,
result can also be explained purely on the basis of freguesur corpus analysis of secondary predicate
constructions in the Penn Treebank corpus indicatesebaltatives are an order of magnitude more frequent than
depictives. Second, contrary to the predictions of dmstrual hypothesis, we found evidence for a local lattant
preference for ambiguous depictives. This result cannexplained on the basis of frequency: subject depictives ar
more frequent than object depictives (Penn Treebank Qorpus
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Antecedent Priming at Gap Positions in Children's Semnce Processing
Leah Roberts, Theodore Marinis®, Claudia FelseP, & Harald Clahsen®
harald@essex.ac.uk
MPI for Psycholinguistic’University of London?University of Essex

Previous studies have argued that empty categories (@ctgnigaps') form part of the adult sentence
processing mechanism by showing that at gap sites, admonstituent is mentally reactivated.

This study examines whether children reactivate a mowestituent at its gap position. We further ask how
children's more limited working memory span affectswiag they process filler-gap dependencies. Object-relative
clauses such as (1) were tested in a cross-modal pictorieg@mparadigm (McKee, Nicol, & McDaniel 1993):

(1) John saw the peacock to which the small pengui@ e nice birthday present [€] in the garden laskwee

44 5 to 7 year-old children and 54 adult controls listened txperimental sentences such as (1) (and 60
filler sentences) during which one of two picture praisesected and matched using the Snodgrass & Vanderwart,
1980, norms) were presented as visual targets: an idetatigat, i.e. a picture of the antecedent (a peacock fpr (
or an unrelated target, i.e. a picture of an unrelatedntatched for length and frequency to the identical tar@si
the appearance of the target picture, the participants required to decide as quickly and accurately as possible
whether the object shown was alive or not alives Tdrgets were presented at one of two positionsreithtbe gap
site (i.e. immediately after 'present’ in (1)) or atoatrol position 500msec earlier. Pre-tests were adbeir@d to
ensure that the children were able to correctly judgeittures used as experimental targets, and that thewhlere
to understand the type of sentences and the vocabudamg itised in the main experiment. Furthermore, all
participants underwent a standardized working memory teisdiien: Gaulin & Campbell 1994; adults: Daneman &
Carpenter 1992).

The results revealed a statistically significant iattion between the participants' working memory span
and antecedent reactivation: High Span children (n=19Higtd Span adults (n=22) responded significantly faster
to identical targets at the gap position than at thealgposition (children: 1158 vs. 1245ms; adults: 678 vs. 694ms),
and vice versa for unrelated targets. For the Low Speitipants, there was no such interaction.

The antecedent reactivation effect in the High Spatigyzants indicates that in both children and adults,
dislocated arguments access their antecedents at gapmmsithe absence of antecedent reactivation in ¢iae L
Span participants, we argue, is due to the extra time gasieipants require to retrieve the filler from wortin
memory.
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Misinterpretation and Heuristics in Bilingual Processirg
Irina A. Sekerina
sekerina@postbox.csi.cuny.edu
College of Staten Island of the City University ofviN¥ork

Trueswell, Sekerina, Hill, & Logrip (1999) reported an impottdifference in how English adults and
children process garden-path sentences like

1) Put the frog on the napkin in the b@%-REF context: 1 frog vs. 2-REF context: 2 frogs)

Adults successfully used the Referential Principle (Caaith Steedman, 1985) in the visual context with two
frogs and recovered from the temporary garden-path intatfme (e.g., picking up the frog and moving it to the
napkin). Errors in actions were not expected for the adultall. Indeed, they exhibited very few (3% the AMB
conditions), as well as did not look at the empty napkithe 2-REF AMB condition. In contrast, children igribre
the Referential Principle and produced 60% errors in th& Abhditions irrespective of the type of context.

In an eye-tracking experiment, we examined how fluemdpilal Russian-English adults process the same
construction (n=24). The Type of Context (1-REF vs. 2-RE&S crossed with the Syntactic Ambiguity (2) resulting
in 16 experimental items:

(2) a.Put the frog on the napkin in the box. AMB
b. Put the frog on the napkin and in the box UNAMB

It was predicted that the bilingual participants’ perforoeam English would closely resemble that of the
English monolingual adults: 1) more errors in the AMBditions, and 2) similar eye movement patterns.
The analysis of the actions did not confirm the preéatict

Table 1. Percentages of errors in bilingual adults’ astio

1-REF 2-REF
Ambiguous 18.8% 17.0%
Unambiguous 36.7% 16.3%

First, the bilingual adults produced substantially morergiirogeneral (22%) than the monolingual speakers
in the Trueswelkt al’s study (3%), irrespective of syntactic ambiguity, aretienmore errors in 1-REF conditions
(F1(3,20)=7.84p=.011). Second, the participants ignored the instructigretfiorm a “hopping” action in 1-REF,
UNAMB condition -- when the frog was already on thekia -- and instead put it directly into the box. This
resulted in a significant interaction between Type oht€xt and Syntactic Ambiguity={(3,20)=6.84p=.0165)
driven by the errors in 1-REF, UNAMB condition.

Why do the bilinguals misinterpret these sentences® ttear that the overall high error rate for the
bilinguals isn't due to lack of the Referential Princjpbtherwise we would have found the expected ambiguity
effect. We propose an explanation along the lines bladlasv processing system that under certain circumssance
yields “good enough” representations (Ferreira, 2003). ldst#aapplying elaborate algorithms to calculate
interaction of syntactic disambiguation cues (presehead and referential visual context, the bilinguals relyaon
fast heuristic put requires a Destination. As a result, their actio& lmore like actions of monolingual English
children than adults. The very high error rate in tHREF, UNAMB condition is explained by application of an
implausibility heuristic in a configuration with one frmn the napkin and another empty napkin that appears
infelicitous when combined with the instruction (2bhrthcoming eye movements analysis will provide a more
detailed investigation of heuristics in bilingual sentepoocessing.
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Semantic Integration and Hierarchical Feature-Passing in Sd¢ance
Production
Eric S. Solomon & Neal J. Pearlmutter
esolomon@neu.edu, pearlimutter@neu.edu
Northeastern University

Hierarchical feature-passing has been proposed as thelyimglemechanism by which agreement is
implemented in sentence production (Bock et al., 2002; Franhak, 2002; Vigliocco & Nicol, 1994, 1998). For
example, using subject NPs containing a head noun and ¢alonouns (e.gthe helicopter for the flight over the
canyon) in a subject-verb agreement error elicitation t&s&nck et al. found a higher agreement error rate wi2zen N
was plural flights) compared to when N3 was plurabfiyony. Error rates thus depended on the syntactic distance
from the plural local NP to the highest subject NP naedi shorter distances yielding increased error rates.

Solomon and Pearlmutter (in press) argued that anottter fafluencing agreement error rates is semantic
integration, the degree to which two elements are tirkkiethe message level during production. For example,
tightly integrated subject NPs likbe pizza with the yummy toppin@éizzaandtoppingsare closely linked) elicited
more agreement errors than less integrated subjectshikeizza with the tasty beverageslative to singular
controls. In such cases, hierarchical distance legtwiee local NP and the subject NP node does not sape
effect of integration is distinct from hierarchicdfieets.

To determine whether hierarchical feature-passingedertin addition to semantic integration, the current
study first measured integration between relevant nows paiFranck et al.'s stimuli. 240 participants rated the
stimuli on a 1-7 scale (1=weakly integrated), revealingftiaand N2 were more integrated than N1 and N3 (M=4.5
and 3.0, respectively). Thus integration and hierarchiisthnce were confounded, and Franck et al.'s result might
have been due to integration differences rather thenatthical feature-passing.

Whether feature-passing affects error rates when itiegris controlled was examined next, using 24
stimuli like the mango by the pineapple near the blendemwhich N2 and N3 number were varied, and N1 was
always singular. Rated integration between the retavann pairs was matched (M=3.8 for both N1-N2 and N1-
N3, 140 participants), and separate norming (60 participantsyeshthat the final PP in the stimuhigar the
blender(s) modified N2 pineapple(g) rather than N1; the attachment rate to NP2 was 7886participants then
produced completions for these stimuli using the subjett-agreement error elicitation procedure. The erra rat
when all nouns were singular was 1%; it was 3% when 8lwas plural, 18% when only N2 was plural, and 23%
when both nouns were plural. This yielded an effetdhumber and no effect of N3 number. Critically, thaesi
of the number effect (relative to the pure singular datton) was much larger when only N2 was plural than when
only N3 was.

These results show that hierarchical distance doéseirde agreement error rates when integration is
controlled, and, combined with Solomon and Pearimuttessilts, show that both semantic integration and
hierarchical distance are relevant factors in produsirgect-verb agreement.
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The time-course of the processing of coordinate comattions
Patrick Sturt* & Vincenzo Lombardo?
patrick@psy.gla.ac.uk
YUniversity of Glasgow?University of Turin

Although over 50\% of sentences included in text corpona$adanguages) contain coordinate structures,
little is known about how they are processed. The tiougse of processing coordination structures can shedlight
the general behaviour of the language processor.

The issue investigated in this paper concerns the sgaofi of the granularity of the widely assumed
incremental processing approach. An eye-tracking experimest designed to distinguish betweerweakly
incrementaland astrongly incrementalaccount of the processing of coordination. Consider chee of VP
coordination in (1a):

(1a) The pilot [VP1 embarrassed John] and [VP2 put himsedfwery awkward situation].

The two accounts make different predictions about the-tiaurse with which VP2 is connected to the
current partial phrase marker (CPPM). According to ttangly incremental account (e.g. Lombardo & Sturt, 2002,
Schneider, 1999), the structure corresponding to a verb plu@sdination schema VP-->VPland VP2 is
immediately inserted into the CPPM using an adjoiningaijfmn, making VP2 immediately available as a predicted
node connected to the CPPM.

In contrast, the weakly incremental account predictaygel attachment. For example, Steedman (2001)
argues for a combination of a bottom-up parsing algorithith flexible-constituency Combinatory Categorial
Grammar. This combination allows fully incrementakirpretation in many cases, but VP coordinationrgtijliires
delayed attachment. Although two conjuncts can be athtbgether as soon as processing of VP2 begins, it is
impossible to combine the conjoined VP with higheuatire until both conjuncts are complete, because of the
bottom-up algorithm (see Schneider (1999) for discussitimsfind related approaches).

la-d shows the experimental design:

1 a Reflexive/match (see above)
b Reflexive/mismatch

The pilot embarrassed Mary and put herself in a very angwsituation.
¢ Pronoun/match

The pilot embarrassed John and put him in a very awkvitation.
d Pronoun/mismatch

The pilot embarrassed Mary and put her in a very awkwauratien.

A reflexive or a pronoun could occur as an argument ofsdoend verb, at a point where the second
conjunct was still incomplete (as assessed by a agtton pre-test). The reflexive/pronoun could either agree
disagree with the matrix subject in stereotypical gensks Sturt, 2003). A gender-mismatch cost at the reflexive i
first-pass measures would be consistent with the styoimgremental approach, as it would demonstrate the
availability of structural relations (e.g. c-commandivbefore the end of VP2. The pronoun conditions cdlietto
against an explanation of any early gender-congruenasteife terms of a structurally-blind strategy of matchi
the anaphor with the first-mentioned character; amh ssuperficial strategy should result in gender-congruency
effects for the Pronouns (which would otherwise bedrolgt by Principle B). The design ensured that all conuitio
included grammatical antecedents for pronouns/reflexives.

As predicted by the strongly incremental account, tlsalt® showed a gender-congruency effect at the
anaphor region for the reflexives, but not for the pums in all standard first-pass measures .

This implies that VP2 is incorporated into the CPPMywauickly---models of coordination processing
should allow for this attachment to occur at leastamm as the conjunction and second verb have beerspedce
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Indefinite definites during online reference assignmemn
Rachel Shirley Sussman & Gregory N. Carloson
rss@ling.rochester.edu
University of Rochester

In this abstract, we present work arguing for two disticlasses of definite noun phrase in English:
"traditional" definites, denoting a single, unique entitg dindefinite Definites, which fail to fix a unique refat in
the context. Additionally our work bears on two centyadstions in online reference resolution: 1) the imfbaeof
task demands on the process of reference resolution dhd 2)fluence of specific lexical biases in determnine
definiteness of a noun phrase.

The definite article in English has long been analyeteferencing uniquely identifiable entities within the
discourse context. Spivey, Tanenhaus, Eberhard and $2608) demonstrated the operation of this assumption of
uniqueness in online processing in an eye-tracking studigenvthe context contained multiple referents for the
target noun, but one of these referents was made "unliiguading placed at a distance from the other candidates
(which were clustered together), participants restrittiett eye-movements to the separated item immediapely
hearing "the [noun]."

This work will focus on a class of lexically governedidigé noun phrases in English that appear not to
entail assumptions of uniqueness. For these nouns (iitdediefinites or ID's), the use of the article "tllees not
serve to pick out a single, distinct entity in the disseuand may be felicitously uttered in context contagirsiny
number of equally salient tokens.

We used eye-tracking during spoken language containing ID antDneersions of the same sentence to
test whether listeners' immediate on-line referegeselution reflected the difference between the twanndasses.
Participants heard sentences such as "Lydia will reachéwspaper" vs. "Lydia will read the book" while they
viewed displays containing an actor (Lydia), two newspspeoks sitting together, one newspaper/book sitting by
itself, as well as paired and singleton tokens of aalitdr. Participants were then required to click ontdra they
felt the actor would use to perform the action described.

In cases where the participant heard a sentence egain ID, they were more likely to chose a member
of the group target than the singleton target (66% vs. 34%r).non-ID trials, this tendency was reversed (42% vs.
58%). A t-test revealed a significant difference betwessponse patterns for the two noun types (t(7)=3.0, p<.01).
Eye-movements during the noun also revealed a greateremwhlooks to group targets during ID trials. Both of
these results are in keeping with the intuition thas &e more likely to refer to "non-specific" refeient.ooks to
the singleton target, however, did not vary as a funafonoun type. Furthermore, there were greater nunabers
looks to the group target than to the singleton targeddtr ID's and non-ID's. This result contrasts litht found
for non-ID's (regular definite NP's) in Spivey et. 2002).

In summary, the results of this experiment establistefinite Definites as a distinct class of noun phrases.
This distinction is evident during on line processingediected by the greater number of eye-movements tgpgro
targets during the target noun in the spoken material®itridls. Though regular definites reliably behaved
differently than ID's, they did not conform to the exptons generated by the Spivey et. al. study. Possible
explanations for this discrepancy include differencefntypes of tasks used in the two experiments, as wildeas
different types of visual displays these entailed.
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Ungrammaticality as Failed Self-Organization
Whitney Tabor!, Aaron Schult
tabor@uconnvm.uconn.edu
YUniversity of Connecticut

The interpretation of grammaticality judgment data igriotisly tricky. Pragmatic and processing factors,
which most current theories treat as independent of matical well-formedness, are nevertheless capable of
influencing judgments [1]. We tested standard symbolic pgriieories against a self-organizing approach to
ungrammaticality in two experiments.

In the self-organizing model, perception of each wortaiets a fragment of a syntactic tree which seeks to
combine with the fragments activated by other perceiverds to form a parse, guided by both syntactic and
pragmatic biases. Noise in the activation values eaasethe model to stabilize in different configurationder the

same linguistic input. Negative grammaticality judgmentsupnavhen the model fails to stabilize on a
single parse.

This model makes several distinguishing predictions: (Aethgdocally coherent syntactic sequences in the
input (e.g., "the player tossed the Frisbee" in the retlveesion of (1a)) can lead to the formation of ldrak
structures which compete with the global structure, magarge failure more likely; (B) Chains of abstract nodes
without lexical support are prone to fail to link in theeggnce of noise (e.g., when the parser builds "player
[[[thrown the Frisbee VP] IP] CP]" in (1b) the CPdalP nodes suffer from this weakness); (C) Pragmatitegbn
that heightens appropriate role characteristics ofgnnaent facilitates appropriate lexical stabilizatiorha role-
assigner, thus discouraging parse failure (e.g., the diffRattipient-fronting of sentence (2) is predicted to be
judged grammatical more often when the player who redehe Frisbee has been previously identified).

Experiment 1 collected Yes-No grammaticality judgmentsr adtgbjects read each sentence in non-
cumulative, word-by-word self-paced reading. Reduction irseanegative judgments in both (1a) and (1b), but
increased them more in (1a), confirming prediction (8)gnificant increase of negative judgments under reduction
in (1b) confirmed prediction (B).

In Experiment 2, the sentences in (2) were presented alice on a computer screen, and grammaticality
judgments were made on a scale from 1-7. The senterecegpresented with and without a role-biasing preceding
context. A main effect of reduction reconfirmed preditt{B). A main effect of context confirmed predicti@).

If, as is standardly assumed, a global grammar guides thi@agarocess, then the locally coherent structure
in (1a) should never be built. If building more nodes éseardifficult than building fewer, then the reduced version
of (1b) and (2) should slow the processor down, but ibtsclear why parsing should fail. It is true that negati
judgments could stem from naive participants' inabilitglistinguish syntactic anomaly from processing straoh an
pragmatic anomaly, but an account which provides a comerplanation seems preferable.

Self-organization unifies the results by claiming thatl-formedness is not a condition that gets checked
but the result of successful coordination among a largebauof potentially conflicting forces. Ungrammaticglit
judgments reflect failure of convergence, regardlesseo$tiurce domains of the conflicting information.
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(1a) The coach chided the player (who was) tossed thlecerby the opposing team.
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(2) The player (who was) thrown the Frisbee baredlpaged to catch it.
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Processing relative clauses with and without psych-perpton verbs.
Matthew J. Traxler
mjtraxler@ucdavis.edu
University of California at Davis

Sentences with object-relative clauses (e.g., lajyemerally more difficult to process than sentences with
subject-relative clauses (e.g., 1b).

(1a) The lawyer that the banker irritated filed a hkftysuit.
(1b) The lawyer that irritated the banker filed a hé&dtysuit.

Explanations for this difference have appealed variouslydrking memory load (Wanner & Maratsos,
1978), parallel vs. contrasting syntactic functions of ¢hetential subject (Keenan, 1978), perspective shifting
(MacWhinney & Pleh, 1988), similarity-based memory ifeince (Gordon et al., 2000), multiple simultaneous
constraint satisfaction (Gennsri and MacDonald; 2004], difficulty making and revising verb-argument binding
decisions (Traxler et al., 2002).

In eye-movement monitoring studies, participants havasistently showed interaction effects when
animacy of the critical nouns is manipulated, as inZ@a¥raxler et. al, 2002; submitted):

(2a) The musician that the accident frightened phonegddlee.
(2b) The musician that witnessed the accident phoneplalie.
(2c) The accident that the musician withessed causgpteaffic jam.
(2d) The accident that frightened the musician causeg @affic jam.

The interactions occur because no object-relative Ifyepacurs in sentences with inanimate sentential
subjects (e.g., 2c), but a large object-relative peraityrs in sentences with animate sentential suleds 2a).
Findings such as these are difficult to reconcile widhrhemory-load explanation of the object relative pggnalit
the generality of the findings may be questioned becautediigh proportion of psych-perception verbs in the
previous studies.

Thus, in the current eye-movement monitoring experimexgeriencer-theme verbs (efgighten witnes3
were replaced by more concrete verbs (e.g., 3a-3d)

(3a) The fireman that/ the fire burned/ didn't cause/muamnage.
(3b) The fireman that/ fought the fire/ didn't cause/ Imdamage.
(3c) The fire that/ the fireman fought/ didn't cause/ Imd@mage.
(3d) The fire that/ burned the fireman/ didn't cause/ ndarhage.

"I" marks indicate where the sentences were segmemtaahalysis. The first scoring region is the "relativ
clause" region; the second is the main verb. Theanatavouns and verbs were equated for length and frequency, a
were the plausibility of the relative clause and mdauge interpretations. First-pass regressions data them
relative clause region showed a main effect of claype; tobject-relatives had more regressions than subject
relatives. The main verb region also produced a magetadf relative clause type in the first-pass dataeréctions
of sentential subject and clause type occurred in thévelclause region on first pass (significant by Finoat-2),
regression-path duration, and total time. Similar irtoas occurred in the main verb region on all ofdbpendent
measures except first pass time. This experiment sh@avexperiencer-theme verbs are not necessary to produce
animacy by clause-type interactions in sentencessmtlfiect- and object-relative clauses. Hence, theathymttern
of results is most consistent with the argument bintiyapthesis.
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The Production of Sentences That We Fill Their Gaps
Andrea Zukowski, Jaiva Larsen
zukowski@glue.umd.edu
University of Maryland

Resumptive pronouns are produced by English speakers inetyvafrcontexts, despite the standard view
that they are ungrammatical in English. One robust gdimation is that resumptive pronouns are more likelyeto
produced in structural positions that preclude extractioner@evesearchers have suggested that resumptive
pronouns are therefore a ‘last resort’, in that thewe to save a sentence that would otherwise vialatard’
grammatical constraint. The question we address hemhasher resumptive pronouns are a ‘last resort’ of the
competence grammar (McKee and McDaniel, 2001; Cresswell, 2602f the production system (Kroch, 1981).
Results reported here support the latter possibility.

We focused on resumptive pronouns in one particular coritiedtrated in (1), in which the head of a
relative clause is associated with the possessor eofditect object. In an elicited production study, 44 adult
participants were shown 24 picture contrasts designecttbaeliariety of relative clauses. Six critical tegrovided
contexts where responses like (1) were possible. Multiftlernative responses expressing exactly the same
information were available for each of these tr{@ls4), and ‘truncated’ responses (5) were also entirelyoppipte
in the trial contexts. The grammatical alternativattts most similar in both structure and content toig1(?),
however, the decision to use this comparatively racetsire has to be made early on during production (byniha t
word), or else it is no longer a possibility.

(1) The man who the spider is falling bis head

(2) The man whose head the spider is falling on
(3) The man with the spider falling on his head
(4) The man who has a spider falling on his head
(5) The man who the spider is falling on.

The remaining trials targeted responses with simpléivizled subjects or objects (e:the grasshopper that
the man is catchig The same 44 subjects completed a graded acceptability jntitggaewhich included sentences
like (1), (2), and (5), as well as sentences with reswmpgironouns in extractable positions and unrelated
grammatical and ungrammatical fillers.

Results

Resumptive pronouns were only produced during the 6 trialstitaggenswers like those in (1-5), so the
results focus on these 6 trials. Note that many seateeginnings in (1) are incompatible with the productiba
resumptive pronoun later in the response (2-4), and thie spieaker commitments may inadvertently sidestep a
resumptive opportunity. Half of the subjects never hagsamptive opportunity (most responses began like (3) and
(4). However, among the remaining 22 subjects, resumptigropns were robustly produced whenever the
opportunity arose (whenever sentences began like 1 d3%esumptive pronouns were produced out of 64 total
opportunities (65%), and these were spread out among 18/22 s\{Bfit). These results sharply contrast with the
judgment results. Most adults rated sentences like (1) aceptable, despite the fact that many of them had
recently produced such sentences. The mean rating & femtences on a 5-point scale was 2.2, compared to 4.4
for a variety of grammatical sentences. Furthermseatences like (1) were judged to be as bad as senteitltes w
resumptive pronouns in extractable positions (ecglled the teacher who my daughter was afraities).

Our results suggest that resumptive pronouns like those iaréla last resort of the production system
rather than the grammar. We produce sentences like (fitelesir own judgments of their unacceptability. These
results are compatible with incremental models ofesere production in which speakers begin to speak before the
entire utterance is planned. Initial choices for exjingsa message sometimes preclude the possibility ohfirgs
an utterance in a grammatically correct way.
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Interpreting Split Constituents in Russian: Pragmatic andProsodic Effects
Irina Sekerina®, John C. Trueswelf
sekerina@postbox.csi.cuny.edu

College of Staten Island of the City University ofilN®ork, “University of Pennsylvania

An eyetracking study investigated how Russian listenerpusadic, syntactic and referential evidence to
interpret contrastive modifiers. Russian-speaking adut24n heard instructions to move objects on a board.
Critical instructions contained a split constituent ¢dmmon in Colloquial Russian when contrasting pairs of
objects.

1) KRASN-uju polozhite ZVEZdochk-u v Poziciju 3.

Red-FEM put star-FEM in Position 3

Corresponding scenes contained two objects of the sdtml color: ared star(Target) and aed bird
(Competitor). Names for these objects had the sammmrgatical gender, such that “Red-FEM..."” could refer to
either object. Location of Contrastive Stress [Eaon Adjective, vs. Late, on Noun) was crossed Witipe of
Visual Scene (Two Pair vs. One Pair) in a 2x2 factatésign. In Two Pair scenes, both the Target and Cdorpet
had a contrastive object present (e.gyelow starand ablue bird. In One Pair scenes, only the Target had a
contrastive object (e.g.,\eellow staj.

If Russian listeners interpret split constituents ipragmatically appropriate fashion, they ought to know
which object (Target vs. Competitor) is referred t@ime Pair scenes, at “Red-FEM...” even though two redttzbje
are present. Listeners should prefer the Target beoalysi can be contrasted with another object ofthme type
(a yellowstar). Two Pair scenes should result in no early preferesince both red objects have a contrastive
member. Stress on the adjective (Early Prosody) dhoalgnify this effect: the Early, One-Pair conditidrosld
show the strongest Target preference.

Plots of the proportion of fixations over time showezharp rise in looks to both the Target and Competitor
during the Adjective. But, as predicted, One Pair Scenesmignated an early Target preference, especially when
prosody supported the contrast (Early Prosody). Spetffiairing the second half of the Adjective, One Pair
scenes showed a significant advantage for the TargetlmweCompetitor (F1=7.84, p<.05; F2=5.46, p<.05). This
advantage interacted with Prosody (F1=5.74, p<.05) with thgeTaadvantage occurring for Early Prosody
(F1=15.34, p<.001; F2=6.50, p<.05) but not Late Prosody (Fs<2). ntnast, Two Pair scenes showed very little
Target advantage (Fs<1), and no Prosody interaction (Fs€ljring the first half of the Verb, One Pair scene
continued to have a Target advantage (F1=5.37, p<.05; F2=5.61, pat@&)ich no longer interacted with Prosody
(Fs<1). Two Pair scenes still showed no significantgéh advantage (Fs<2): listeners needed the noun to
disambiguate in this condition.

Our findings indicate that contrastive constructions iaceementally interpreted even without having
perceived the head noun, and that this process is sensitpragmatic factors. A split scrambled adjectiwe(t
put...”) preferentially refers to a red object that hamatrastive member present. This finding is in lintvhe
interpretation of scalar adjectives in English (Sedityal., 1999) but further shows that these processes occur
predictively even without a head, and can apply to noasealjectives (color adjectives). We will discuss gaesi
reasons why earlier findings in English have not oleskpragmatic effects on with color adjectives.
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Prominence Differences in Definite NP Anaphor Resotion:

Grammatical Subject and Semantic Distance Effects
H. Wind Cowles & Alan Garnham
H.W.Cowles@sussex.ac.uk
University of Sussex

Previous work involving anaphoric category noun phrasd3siMas found that reference back to an
antecedent that is a typical exemplar of the categdagier than reference back to an antecedent thessisypical,
both for antecedents in grammatical subject positicarr@ & Sanford, 1977) as well as less prominent positions
(Rayner, Kambe & Duffy, 2000). However, Almor (1999) found lratecedents that were made highly prominent
via clefting (see table below) caused a reversal @fthndard typicality pattern, with atypical antecedeatssing
faster anaphor reading times, while less prominentcadémts still produced standard typicality effects. These
results suggested that subject position may not havedodfiziently prominent to trigger inverse typicality edts
in previous work, despite its well-known psychological anddistic status as a prominent syntactic position.

We tested the prominence of subject position with regpesemantic distance with two experiments that
varied semantic distance and antecedent syntacticqroditrevious difficulty in clearly replicating Almor’siginal
typicality results caused us to chose an alternate matiqnulof semantic distance that we believe is prediibte
Almor (1999) to produce effects analogous to inverse typycalie relationship of the antecedent and anaphor
within a semantic hierarchy. In this manipulationtegaedents for a category NP anaphor ("reptile”) couleither
one level ("snake") or two levels ("cobra") awayhwit a semantic hierarchy, corresponding to typical aypical
antecedents, respectively. Self-paced reading timesraereded at the anaphor ("The reptile") in both experimen

Experiment 1 tested the effects of antecedent prominesicgy clefts. The results show the predicted
inverse distance effect for anaphors to clefted adesds, with semantically more distant antecedentsrogdester
reading times. This pattern was reversed for non-defteecedents. This pattern is exactly analogous tdfdutse
found by Almor, and establishes that an inverse effaot be found using such this alternate semantic distance
manipulation and that our materials could find such artefféh clefted antecedents.

The key test is thus whether the materials elicitnarrse distance effect when the antecedent is ir&ubj
position, which was tested in Experiment 2. The reshltsvghat this is the case, replicating the pattenresdlts
from Experiment 1. These results suggest that subject@osstisufficiently prominent to trigger inverse semanti
distance effects and raises the question of why suettgfhave not been found in previous studies in which
antecedents were in subject position.

Table: Reading times (in msec) at "The reptile"

Experiment 1 shake cobra
Clefted: What the mongoose stood up to was the [snake/cobral].
The reptile // hissed and got ready to strike. 574 542
Non-clefted: |t was the mongoose that stood up to the [snake/cobral].
The reptile // hissed and got ready to strike. 561 584
Experiment 2
Subject: The [snake/cobra] frightened the hunter.
The reptile // looked ready to strike at once if theaat. 623 597
Object: The hunter was frightened by the [snake/cobra] for memt.
The reptile // looked ready to strike at once if theaat. 576 619
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A Model of Disfluency Processing Based on Tree-Adjoing Grammar
Fernanda Ferreira®, Ellen Lau?, and Karl Bailey*
Fernanda@eyelab.msu.edu
! Michigan State University: University of Maryland

Researchers in sentence comprehension are incrga$degking on spoken language. This interest in
utterances rather than written sentences meanththfield must expand its theories to explain how disfllenare
processed. The challenge is particularly intriguing wheorgrsuch as repeats and corrections are considered,
because these disfluencies introduce lexical contentwth&parser cannot know in advance should not be included
as part of the phrase marker under construction. Thedmmable frequency of such disfluencies in natural speech
suggest that just as the parser requires operations torpeagésden path reanalysis, it must also have mechanisms
for revising structure when it finds itself in a repatam-plus-repair context.

An ongoing research program on the comprehension oanttes with disfluencies has led to a number of
important insights (Bailey & Ferreira, 2003; Ferreiraul.& Bailey, 2004). First, disfluencies affect first-pass
parsing because they affect temporal processing dynamitsinfluence the availability of various structural
alternatives. This point has been demonstrated in steti@ving that sentences like (1) are processed iddntizal
those like (2), indicating that disfluencies produce theadled Head Position Effect (Ferreira & Henderson, 1991).
Second, disfluencies affect either first-pass parsingaoden-path reanalysis (these two possibilities haveeato
been empirically distinguished) because disfluencies eder@lith certain types of syntactic constituents, tuad
co-occurrence information can be used by the parsastive structural ambiguities. This point was showarin
experiment demonstrating that a disfluency in a positioim §3a) led listeners to fixate more quickly on thexcbj
corresponding to a complex NP than did a disfluency in tk#igo shown in (3b). Finally, and most criticallyr fo
this presentation, information from a reparandum linger@ influences the final interpretation of an utteeanc
Sentence (4a) was judged acceptable less often thara(dbionversely, (4¢) was judged grammatical more often
than (4d). These results not only demonstrate thaudisfies influence interpretations, they also providehéurt
evidence for the importance of verb argument structdoenration during parsing.

Based on this empirical work, we have developed a modiikfhfiency processing which assumes that the
parser consults a Tree Adjoining Grammar to build phrasetare incrementally. On this approach, filled and
unfilled pauses affect the timing of Substitution operatiomhich then determine how long a given structural
analysis is entertained. Repeats and correctionsardldd by a mechanism we term "Overlay", which opserate
when the parser cannot perform Substitution or Adjoininghis situation, the parser looks for a root nodatidg
if one is found, the appropriate, correct tree fragmemiverlaid on the reparandum tree(s). This L-TAG mofiel o
disfluency processing highlights the need for the parsesoteetimes coordinate the mechanisms that perform
garden-path reanalysis with those that do disfluency meppaie model also suggests an intriguing relationship
between disfluencies and coordination structures. Tleares program as a whole demonstrates that it is p@$sib
study disfluencies systematically and to learn how tlsgpdnandles filler material and linguistic items produoed
error.

Examples
(1) a. Sandra bumped into the busboy and the uh uh waiterdpkd e careful
b. Sandra bumped into the busboy and the waiter uh uh tol tercareful
(2) a. Sandra bumped into the busboy and the short and pudgy tehitker to be careful
b. Sandra bumped into the busboy and the waiter wh@udgsy told her to be careful
(3) a. Putthe uh uh frog on the towel in the box
b. Put the frog on the uh uh towel in the box
(4) a. |wantyou to put uh drop the frog
b. |'want you to drop the frog
c. | want you to drop uh put the frog
d. | want you to put the frog
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Generating associations of cause and consequence
J. Simner & M. Pickering
j.simner@ed.ac.uk
University of Edinburgh

We investigate the message-level planning of cause arsgqoence in language production, by examining
the nature of participants’ continuations to discouragrrents in four experiments. Previous studies have found
conflicting results about whether people tend to producessamrsconsequences. We show instead how causality
decisions are determined by features of the discourseeXpariments indicate that the choice of continuaton,
the relationship between the continuation and priordextinfluenced by (a) text length (b) agent typicalitgl éc)
previous causal context.

First, we show that more causal continuations arergegtewhen the text is short vs. long. We do this with
two methods that, crucially, do not confound the compangith the unwanted presence of additional contertten t
long condition (Experiment 1 and 2). We show also howtetygicality influences causal expectations, since more
causes were generated after atypical (vs. typical) g\{&xperiment 3). Finally, we manipulated previous causality
content. Participants were presented with discourses fragmentainorg either cause-consequence (eBgryl
admired John so she applauded hion consequence-causBetyl applauded John because she admired.Hiinis
provided several types of finding. Firstly, we found thedders not only prefer to continue a discourse from the
previous consequence (vs. cause, van den Broek et al., 0®@hat this preference is moderated by a recency
effect. Hence, there are twice as many continuafiimms a previous consequence, when that consequencéhis in
most recent clause (compared to the clause earliedn8ly, we found that the causal content of the contionids
influenced by the type of event from which the conttramafollows. Hence, participants are more likely toypde
the cause of an event, if its consequence has alrematy described. By the same token, more consequences are
generated if the cause is already known. We argue thatepsepk to satisfy gaps they perceive in the causal
structure of the discourse model, and may use additionaframesliscourse length and agent-semantics to influence
their decisions.
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Relating Production and comprehension of relative clauses
Silvia Gennari, Maryellen MacDonald
sgen@lcnl.wisc.edu, mcmacdonald@wisc.edu
University of Wisconsin-Madison

The source of comprehension difficulty for object rigkatclauses (ORCs) has sparked extensive debate.
Here, we explore a production-based account, that commiehedifficulty stems from comprehenders’ sensitivity
to verbs’ distributional properties and ultimately, todarcers’ choices: Speakers avoid or favor ORCs in differen
situations, and comprehenders have difficulty primarilytase structures that speakers avoid.

To pursue this approach, we examined the influence ofbiasies in producing and comprehending ORCs.
We compared theme-experiencer verbs (amnpy, pleasgto ordinary agent-theme verbs. Theme-experiencesverb
exhibit non-canonical patterns of role assignmentsikerdrdinary verbs, they often express their experiencer-
“affected” role in subject position, resulting in produntiof a passive construction (F. Ferreira, 1994).

Experiment 1 investigated structure choice in relativasgdaRC) productions. Participants saw three RC
component phrases at varying locations on a screerpamtiliced a sentence including them. Conditions (1-2)
contained theme-experiencer and agent-theme verbs iigspyetdapting materials from Traxler et al.’'s (2002)
comprehension studies, which co-varied noun animacy ardtype).

Q) [director that] [movie] [pleased]
(2) [movie that] [director] [watched]

Productions contained passive RCs (i.e., speakers avoiR€s)Onore for theme-experiencer than for
agent-theme verbs, replicating patterns in main claFsseira, 1994). We found the same passivization patiterns
a large written corpus, suggesting that verb properties nteduiaducers’ structure choices in RCs.

Experiment 2 tested whether comprehenders were senitiveese verb properties, comparing reading
times for ORCs and passive relatives as a functiotendif type, as in (3-4):

3) a. The director that the movie pleased had receivéfictive/theme-experiencer)
b. The director that was pleased by the movie hadvwextei. (Passive/theme-experiencer)
(4) a. The movie that the director watched had received.  (Active/agent-theme)

b. The movie that was watched by the director hadvwete. (Passive/agent-theme)

Self-paced reading times had revealed that ORCs with theme-experiencer verbs waréer than with
agent-theme verbs (3a > 4a), with passive structureg legisier overall. We regressed corpus and Experiment 1
production data on Experiment 2 ORC reading times and fouiadbleetorrelations: the more a verb is passivized in
an RC, the harder the active ORC is for comprehendéis. suggests that the availability of alternativegfrent
syntactic structures and argument configurations (passiue) Rnterfere with proper role-assignments in
comprehension.

Experiment 3 extended these results by independently maniqgu@RC subject animacy and verb type, as
in (5), with stimulus properties carefully matched.

(5) a. The candidate that the opponent nicknamed hagentttheme/animate subject)
b. The candidate that the opponent infuriated has .em@hexp./animate subject)
c. The candidate that the debate infuriated has ... mékexp./inanimate subject)

Self-paced reading times showed effects of both animacy verb factors (5a < 5b < 5c¢). RTs again
correlated with active/passive production choices and aggtioonfigurations in written corpora. Producers strongly
favor passive RCs over active ORCs like (5¢); we sughpedtthis asymmetry leads comprehenders to activate
alternative more likely role assignments while parsiags like (5c¢).

These results link production and comprehension in RCth Bonimacy and verb properties modulate
production choices and comprehension difficulty by adtigalternative competing structures and thematic roles.
In production, alternative conceptually salient rolesaacessed first, resulting in passives, while in cohgmsion,
typical alternative roles and syntactic structuresfate during parsing of rarely-produced structures. Ovehadke
results suggest that unlike claims by syntax and memoedhbascounts (Gordon et al. 2001, Traxler et al. 2002),
production preferences play an important role in understgndRC comprehension difficulties.
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Grammars with Parsing Dynamics: a New Perszpective on Alignnm
Ruth Kempsort, Matthew Purver
matthew.purver@kcl.ac.uk
!Dept. of Philosophy’Dept. of Computer Science, King's College, London

This paper has two goals. Using a grammar formalismhithwsyntax is no more than parsing-driven
growth of semantic representation (Dynamic Syntax: Kenpson et al 2001), we sketch a model of production in
which generation is defined in terms of parse routinés. then show how this tight coupling of parsing/genenatio
directly reflects dialogue alignment patterns (P&G Pigkgand Garrod forthcoming), including the phenomenon of
shared utterances, problematic for systems in whickirgaand production involve different mechanisms.

DS is a constraint-based system in which syntax iseléfas word-by-word incremental monotonic growth
of semantic representations (logical forms in treenft). Tree growth is goal-directed, with general axicéd
actions induced by the words in sequence updating partial freeoducing and meeting (sub-)goals. Syntactic
movement is altogether replaced by structural underspeaific of tree-relations which get fixed during the
construction process. Anaphoric expressions are aatett as introducing a form of underspecification, wtsch i
resolved relative to an evolving context modelled aet @fs(partial) trees and recently activated lexicéibas.

Production uses the same parsing system to produce aetdabl given a fixed goal tree (Purver and
Otsuka 2003). The lexicon is searched for words (and tresioceated lexical actions) which are used to
incrementally build a string and associated partial tjes$ as in parsing, subject to the additional condtthiat
these trees subsume the goal tree. The production pisdbssefore also word-by-word incremental (cf. Ega
1996), and is defined entirely in terms of the parsing pspeéth tree representations and their update actiong be
shared between the two. Context is also shared, alippioduction to use anaphora and recently activated words.
(1)-(3) will be used as illustration.

The major task of this production model is full lexicomrsh, so methods of side-stepping this are to be
expected, and the dialogue alignment patterns discussed byfdl&® in consequence. Use of structures and
actions previously provided in context bypasses the seat@nce high incidence of anaphora, ellipsis and lexica
repetition/alignment. As syntax is defined in DS as msgjie growth of semantic structure, apparent syntax-
specific alignment (e.g. repeating double-object vs. eqervadiative constructions; Branigan et al. 2000) also
follows, as it reduces to lexical alignment (words vdtiuble-object and full-dative variants provide distinctrfer
of tree update, defined as discrete lexical specificatio8g)f-monitoring is built into the model, as the prdehrc
process builds all the same information as would thesssoof parsing the same string. Finally, a simpleyaisabf
shared utterances ((4)-(5)) follows directly from thedeiting of production and parsing as sharing all routines and
representations: the switch from parsing to productiauires only the provision of a goal tree. A prototype
computational implementation of this model will be preed.

We conclude that DS meets the P&G challenge of providilirgguistic theory that directly reflects dialogue
alignment, with production and parsing essentially in¢taited.

Examples

Q) John greeted Mary.

(2) John greeted Mary. She smiled.

3) Mary, John greeted.

(4) A: What did Alex buy ... / B: Eliot? A teddy.

(5) A: If you try and do enchiladas or erm / B: Tac¢BNC)
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How artists with keys help nuns with umbrellas: The rde of prior

comprehension on disambiguation
Janet McLean, Holly Branigan, & Martin Pickering
janet.mclean@ed.ac.uk
University of Edinburgh, Scotland, U.K.

Do people draw upon two distinct sets of representatiodspaocesses when they produce language and
understand language?. Such a state of affairs would of cbar&gghly unparsimonious. Yet most research in
language comprehension and language production has taken rplsctation from each other, based on quite
different assumptions about the architecture of the huaraguage processor. For example, the lemma occupies a
central position in theories of lexical production, basmo clear analogue in theories of lexical comprebensi
More recently, some researchers have put forwarditsetbrat bring together production and comprehensionmwithi
a single system (e.g., Kempen, 2000). Such theories requuieieal support. In this paper, we present evidence that
some syntactic processes/representations are shanexkbegroduction and comprehension.

If shared processes/representations exist, then prioofuigem in comprehension could affect their
subsequent use, giving rise to priming effects. BranigatkeRng, and Cleland (2000) found evidence that prior
comprehension of syntactic structure can affect subsequeruction of that structure. They asked naive
participants to alternately describe pictures and findupast that matched a (Confederate) partner's description.
Participants tended to reuse whichever structure theyjusacheard for their own descriptions. Branigan et al.
interpreted their findings in terms of the residual atton of syntactic rules that are employed in both privdoic
and comprehension.

But these results are unidirectional. If syntactic ries shared in this way, we would also predict the
reverse pattern, with priming from production to comprefmn In Experiments 1 and 2, we demonstrate that
comprehension of particular structures can be primed wihpicture selection task: Participants had to decide
which of two pictures matched a description. We crodsedstructure of the Prime and Target descriptions (High-
vs. Low-Attached, as in [1] & [2]). Participants weigrsficantly faster to select the appropriate picture mttey
had previously comprehended a description with the saoste than the alternative structure (Experiment 1), and
selected a picture that could be described using the primaduse significantly more often than one that could be
described using the alternative structure (Experiment 2jcéjesyntactic structure can be primed in comprehension.

In the critical experiment, Experiment 3, we show thatice of structure in comprehension is influenced by
prior production of that structure. Participants producedeeithHigh- or -Low-Attached description for a picture.
They subsequently read a description that was ambiguousdreawHigh- and -Low-Attached structure, and chose
between two pictures, one appropriate for each analdie. producing a High-Attached prime, they were more
likely to choose High-Attached targets; after producing 4&ivached primes, however, they were more likely to
choose Low-Attached targets.

Our results provide strong evidence that syntactic prinocayrs for comprehension. More importantly,
however, they provide evidence that production and compsétre employ shared processes/representations at the
syntactic level at least. This strengthens the #taa arguments for a parsimonious architecture in lvimany
elements are shared.

Examples

[1] The artist prodding the monk [with the key].
[2] The artist prodding [the monk with the key].
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Are words all there is?
Kathryn Bock
kbock@psych.uiuc.edu
University of lllinois at Urbana-Champaign

Recent research on language comprehension and productits tpdhe possibility of substantial sharing of
syntactic resources in normal language use. Similar disngtio agreement occur in reading (Pearlmutter, Garnsey
& Bock, 1999) and speaking (Bock & Miller, 1991). Structural primimgs been shown to extend from
comprehension to production (Branigan, Pickering, & Cll&000; Potter & Lombardi, 1998) without substantial
reductions in magnitude relative to the within-modalifieas of priming (Bock, 2002).New evidence has
established the occurrence of priming within compreloengScheepers & Crocker, in press). All of these
developments increase the credibility of a modality rayserformance grammar (Kempen, 1997) in which the
structural mechanisms of language production operate imgated, and under similar constraints. Drawing on two
different types of experimental evidence, | explore thegects for explaining this convergence in terms of share
lexical processes.

In parsing, there is a debate about the extent to wihiehexicon participates in, guides, or pre-empts
structural analysis (MacDonald, Pearlmutter, Seidenl38§4). A closely related question has been raised with
respect to structural priming in production. Beginning wittk&ing and Branigan (1998), Pickering and colleagues
have established that the repetition of verbs subatirincreases the magnitude of priming, and have propased
interpretation of the results within a lexicalist frawork. Although other priming results are harder to reit®méth
the preservation of activity in a lexical network, thability of a lexical account of structural priming cae seen as
reducing or eliminating the need for abstract structuedhranisms in either production or comprehension. To tes
the lexical dependence of structural priming in a diffexamttext, Konopka and Bock (2004) compared priming
from idiomatic and nonidiomatic phrasal verbs. Idiomaticasal verbs are lexical or constructional by definit
(Jackendoff, 2002), whereas nonidiomatic phrasal verbscipatié in a productive structural alternation. To the
degree that structural priming is lexically dependent, prirfrimmg idiomatic and nonidiomatic phrasal verbs to other
phrasal verbs should differ. Consistent with Pickeringj Branigan's data, the repetition of phrasal verbs argtan
priming, replicating the relevant lexical effect. Thewfandings to be reported have to do with whether iditatus
likewise affected structural priming.

A second line of evidence for lexical dependence comms fratterns of eye fixations during language
comprehension and production. In production, the timingyefrmovements to the elements of events is tightly
linked to the timing of lexical selection and encodingifftar 2001; Meyer, Sleiderink, & Levelt, 1998), which
points to strongly incremental, word-by-word formulatioh speech. To begin to make a case that structural
formulation also modulates the timing of eye movemdntsyiew results from studies of time-telling (Boclkwiin,
Davidson, & Levelt, 2003). The findings suggest an early gsooé disintegration in language production that
mirrors end-of-clause integration processes in languageretension.

The conclusion is that words, even structurally soptstgd words, are unlikely to be enough to explain
how we produce language. But the illustrative and farthethiag point is that in drawing such conclusions, it is
becoming feasible to draw on experimental evidence fesrguage production to complement or contrast with the
evidence from language comprehension.
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Comprehension and production in dialogue
Martin Pickering
martin.pickering@ed.ac.uk
University of Edinburgh

Traditionally, language production and comprehension havergiybeen thought of as largely separate
systems, and researchers in one field have paidditéation to results in the other field. However,darction and
comprehension might parsimoniously draw much of the safoenation (e.g., same lexical entries or grammatical
rules), in which case it would be inappropriate to stuéyntseparately. Such “parity of representation” appears
very likely when we consider that people do not normadisform isolated acts of production or comprehension. |
dialogue, interlocutors are constantly switching betwbertwo tasks (e.g., speakers’ behavior is greatlygtaficoy
feedback), and such parity would be highly beneficial, oample when interlocutors complete each others’
utterances.

The main part of my talk outlines the interactive-afigamt model of dialogue (Pickering & Garrod, in press;
cf. Garrod & Pickering, 2004), which assumes that dialogaadsessful to the extent that interlocutors end up with
similar (aligned) situation models, and that this aligntig largely brought about by an automatic process iohwh
they align at different levels of linguistic represemmatat the same time. This model assumes parity kEvals, so
that lexical, syntactic, semantic, and phonological esgmtations are shared between production and
comprehension. After arguing that it should be possibkudy the cognitive mechanisms underlying dialogue, |
review experimental evidence suggesting that people aligiffatent linguistic levels, with a particular focus on
syntactic priming effects in dialogue. For example, Ivsliwat people tend to repeat each other’s choice &f ver
alternation (e.g., prepositional vs. double object castibn; Branigan et al., 2000) and noun maodification (e.g.,
adjective vs. relative clause; Cleland & Pickering, 200Bitriguingly, such repetition occurs between languages
(Hartsuiker et al., in press), and may even be unaffdayelanguage change under some circumstances. More
briefly, | show that alignment occurs at other lingai&vels.

The interactive-alignment model predicts that alignna¢mine level leads to more alignment at other levels,
and that this “percolates up” to the situation modelr é@mple, syntactic priming evidence demonstrates that
priming is greatly enhanced by lexical repetition (e.fithe verb). The process of alignment therefore takase
largely without recourse to conscious decision making, (@aise the same expression). | therefore proposthnat
alignment leads to the accumulation of what we terrtiraplicit common ground” of shared information. | then
consider how self-monitoring can be regarded as alignmiémih the speaker, and predict that monitoring occurs at
all levels of representation. Finally, | propose taignment can lead to an account of “routinizationheweby
interlocutors construct expressions whose form andgreatation are more-or-less fixed for the interactiand
which are of course shared between production and cormmiehg
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Understanding parsing by Understanding Production
Maryellen C. MacDonald
mcmacdonald@wisc.edu
University of Wisconsin-Madison

Research into the processes underlying language comprathénsypically conducted independently from
research investigating processes of language productias.intlependence rests on an underlying assumption that
the tasks of production and comprehension are too diffevdre profitably investigated conjointly. This taiffers
an alternative view, that key insights into parsing attter comprehension processes can be gained through an
understanding of production processes. | will describ&tbhduction-Distribution-Comprehension (PDC) account,
which holds that parsing preferences previously ascribguhtsing principles or other features of the language
comprehension architecture instead have a productiomorigi

The PDC account begins with incrementality and othepegnties of the production system: In order to
maintain fluency in language production, speakers make rdetdcal and syntactic choices, for example putting
more accessible material early in an utteranceebyagiving them more time to plan more difficult materiacross
many utterances and speakers, these production-driverestesa to particular distributional patterns of word order
and sentence structure. These distributional pattertugrirprovide data for the comprehension system comugrni
the frequency of words and phrases in the language. Withirstraint-based accounts of parsing and
comprehension, distributional patterns underlie the caims¢ that drive the comprehension processes. A key
challenge for the PDC is to make explicit the links faamduction demands to production choices to distributional
patterns to parsing biases, and thus the researchggtnatist encompass both production and comprehension data. |
will illustrate this account with corpus, production anchpoehension studies for relative clauses and otherdigta
constructions. | will argue that the PDC account seffasights into comprehension processes that areffooded
by comprehension-specific views. For example, the Bifgests an answer to the origin of the constraintsatiea
so central to constraint-based accounts of parsingt ttley can be ultimately traced to the architectdirthe
production system.



66 CUNY 2004 Friday, March 26: Paper Presentations

Human Grammatical Coding:

Shared structure formation resources for grammatical encding and decoding
Gerard Kempen
kempen@fsw.leidenuniv.nl
Leiden University & Max Planck Institute for Psychglinstics Nijmegen

Language production and language comprehension both invaventfine formation of conceptual and
syntactic structures. These processes may be calledmgttécal encoding (structure formation during production)
and grammatical decoding (parsing and interpreting). (Inghper, we disregard morphological, referential and
lexical retrieval processes.) It is standardly assumatittie cognitive system of human language users contains
separate processing components for these tasks—compuiitbnesry different operating characteristics (although
both rely on a single grammar and lexicon). This assumgt typically justified by the widely divergent task
demands the two components have to face. For instdeakng with ambiguity is a major concern for gramnatic
decoding but not for grammatical encoding; and linear dedgiven in the case of grammatical decoding but has to
be computed on-line during grammatical encoding. Let ughialthe heterogeneous dual-processor model.

However, psycholinguistic research has uncovered suladtaimilarities between grammatical encoding
and decoding:

e Similar control structures: E.g., both processes caohbeacterized as lexically guided, incremental, near-
deterministic, and constraint-based.

e Similar empirical profiles: E.g., syntactic priming affe the two processes in similar ways, and so does
grammatical (in)congruence.

In order to account for these and other commonalitidsas been proposed that the two heterogeneous
processors share their working memory. This proposahsgatisfactory, though, because it does not address the
control structure similarities. Instead, two altermatiheoretical options look more promising:

« Thehomogeneous dual-processor modehe grammatical encoding and decoding tasks are carridyy ouo
exemplars of the same type of grammatical processor; and

e Thesingle-processor modeGGrammatical encoding and decoding are two "modi operahdiieand the same
processing component.

How to tell these alternatives apart experimentatiyparticular the single-processor model from the dual-
processor models? The former model predicts that pragesapacity recruited for encoding purposes cannot be
assigned to decoding, and vice-versa. On the latter madaleding and decoding activities draw on independent
(non-shared) processing resources. Now suppose we can detsigk that requires the participants to encode and
decode simultaneously, without implicating divided attenf&g., without having to monitor two input channels or
to deal with two meanings at the same time). As graticalastructure formation is standardly considered tarbe
automatic process that does not require conscious atterttie dual-processor models predict that structure
formation can take place in the encoding and decoding campoim parallel without the need to share processing
capacity. (Theories of self-monitoring during speaking ugwedirk from this assumption, e.g., the perceptual loop
theory.) The single-processor model predicts that tlggetahe processing capacity assigned to one of theasks,t
the smaller the amount left for the other.

In the mixed encoding/decoding paradigm that we have exploreigipants perform a kind of "slow-
motion shadowing" task. In each trial, they read aesmgt that is presented word-by-word or in fragments spgnn
a few words. In one variant of the task, some obt#rgences contain syntactic errors. The particimetsstructed
to read aloud the input fragments in grammatically corfiareh. This requires that, for each input fragment, they
decide whether the fragment can be pronounced overtlg";a® has to undergo a syntactic modification in otde
restore well-formedness. In another variant, the irgaumtences are well-formed but the output sentencesdshoul
embody a (morpho)syntactic modification of the inputalhvariants, voice reaction times are measurecath e
input fragment. Notice that, during any trial, there méycone input sentence whose decoding gives rise to one
meaning only, and that the encoding task yields an outptdrsee that is a syntactic paraphrase of the input.

The pairs of an input and an output sentence are constincteich a way that the initial sequence of input
fragments leads the participants to expect different doeanst fragments than the initial sequence of output
fragments does. The RTs to these downstream fragmeamtgeeal whether the actual expectations are basta on
grammatical structure assembled for the perceived inpginfeats or on the modified structure that underlies the
output sentence (or on a mixture of both).

Provisional RT patterns obtained thus far clearly indicate hahis dual-task paradigm, the participants' expectations
followed the output structures they encoded themselves, not anitibéstructure of the decoded input. In a control condition
(self-paced reading aloud without paraphrasing instructions), TheaRern agreed with input-based expectations.

These data suggest, contra the dual-processor models,ahehgtical encoding and decoding tasks draw on the same
processing resources. In conjunction with the above task siieia they support the idea of a single "human grammatical
coder."

When presenting the paper, we hope to discuss how this idea seithrether known facts concerning grammatical
encoding and decoding, in particular their interplay in self-monigo
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What Ambiguity, Optionality, And Incrementality Reveal About Sentence

Production And Comprehension
Victor S. Ferreira
ferreira@psy.ucsd.edu
University of California, San Diego

The “PC problem” refers to the fact that sentencealypection and comprehension are basically different
(possibly opposite) processes that must share somethimgnimally, representations of the language itself. |
illustrate this problem by examining the relevance aoheprocess of three factors: ambiguity, optionatity
incrementality. Ambiguity happens when a linguistic exgicgs can mean more than one thing. It is of obvious
relevance to language comprehension, and has beenyhiasbtigated in sentence-comprehension research.
Similar kinds of ambiguity have been investigated lesiimguage production, and what research has been done
suggests that ambiguity has little or no effect on hoeakers produce structures online. Optionality happens when
a meaning can be expressed in more than one way. @jfaa of obvious relevance to language production, and
has been heavily investigated in sentence-producticargs. At the same time, optionality has been Mistua
ignored in sentence-comprehension research (except uichsas a similar-meaning expression can be used as a
control for an ambiguous expression), probably becausenibt relevant to the comprehension process. | suggest
that this complementary pattern of research emphadisedevance illustrates the similarity and differenmtsveen
comprehension and production: Comprehension and produat@rsimilar in that each has the high-level
processing goal of determining the right output given a paatiénput, which raises the challenge of ambiguity for
comprehension and optionality for production. They'riedifit in that at the level of processing implemeaiati
comprehension and production must be 'built' to deal vhidse different problems -- ambiguity in the case of
comprehension, optionality in the case of productionextNI turn to incrementality, which is a property of
processing systems rather than linguistic expressiongerirentality refers to the fact that we process efgmof
expressions as soon as possible, so that in product®mreduce as soon as minimally producible material is
formulated, and in comprehension, we interpret as ssaniaimally interpretable material is perceived. Cutre
evidence suggests that both comprehension and productitrearidy incremental, and in production, so much so
that incrementality determines how (and how easilg)produce particular structures. | suggest that the shared
incrementality of comprehension and production agairectsfla common high-level processing goal of each
processing system. In this case, it's a temporal iatpey;, in that both comprehension and production arédas,’
and so try to yield output as soon as possible. But atiagnshared high-level goal is played out by differentifipec
processes, each sculpted to deal with its own distinellettyes. Together, these analyses suggest that
comprehension and production share high-level processing, @pod differ in terms of processing implementation.
Finally, for comprehension and production to end up usingstrae language, the two also must share a
representational vocabulary. | will close by briefgviewing some frameworks that accommodate all ofethe
similarities and differences, and touch on how eviderfitight interactions between comprehension and productio
can be cast in such frameworks.
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Transitives, intransitives and passives: How is transitivityepresented?
Manabu Arai’, Roger P.G. van Gompél, Jamie Pearsoh
m.arai@dundee.ac.uk
YUniversity of Dundee?University of Edinburgh

Sentence processing research (e.g., Clifton et al., 19@®#e et al., 1991) has shown that transitivity
frequencies can influence the ease with which peopleepsagyntactic ambiguities (although it is less cleagnvh
these frequencies are used). This suggests that languagesasehow mentally represent the activation of
transitive and intransitive structures. However, viftle is known about how this activation is storedVe
conducted two experiments to fill this gap.

Experiment 1 addressed two questions. First, is the &otivaf transitivity information in active and
passive transitives represented together or separafalgdnd, does each individual verb have a separatetaxtiva
for transitive structures (lexically specific represéntg or is the activation of transitive structurepiresented for
the class of verbs as a whole (category-general repiason)?

We used the syntactic priming methodology. Participaith®reread an active transitive prime sentence
(1a/c) or a passive transitive prime (1b/d). We colatlofor the number of noun phrases in the conditions.
Subsequently, participants completed a target fragmenh(@hich the verb of the prime was either repeateabr n

Examples

la. It is surprising that the contractor has phonednfgmeer. (active, verb repeated)

1b. It is surprising to the contractor that the enginees phoned. (passive, verb repeated)
lc. It is surprising that the contractor has sued thenergi (active, verb not repeated)

1d. It is surprising to the contractor that the enginees sued. (passive, verb not repeated)

2. When the actress phoned.......

We scored the percentage of (active) transitive comoplet

The results showed a main effect of voice: Participgmbduced more transitives following actives than
following passives. We conclude from this that travisjt activation for actives and passives is represgnt
separately. Furthermore, there was no verb repetffect, nor an interaction with voice: Participapteduced as
many transitives when the verb was repeated as whesinot. The fact that the priming effect was indeleat of
verb repetition suggests that the activation of thesitave structure is represented at the category-gelemel

In Experiment 2, we investigated whether passives aregepted similarly to intransitives. Passives
without by-phrase have a surface structure that is somewhatasimailthat of intransitives. Hence, if people
represent the activation of surface structure (word dpnadgher than thematic information (number and type of
arguments), passives may prime intransitives. Experigienhtrasted passives (1b/d) and intransitives (1a/c).

Examples

la. It is surprising to the engineer that the contrduasrphoned. (intransitive, verb repeated)
1b. It is surprising to the contractor that the enginees phoned. (passive, verb repeated)

lc. It is surprising to the engineer that the contratéar sued. (intransitive, verb not repeated)
1d. It is surprising to the contractor that the enginees sued. (passive, verb not repeated)

2. When the actress phoned.......

We observed an interaction between voice and verhtitiepe There was no verb repetition effect
following passives. In contrast, following intrang@$, participants produced more intransitives when thewas
repeated than when it was not. Thus, the represamtatimtransitives is lexically specific. Finall\hdre was no
difference between the passive and intransitive npeated conditions, suggesting that passives did not prime
transitives at all.

Experiment 1 and 2 suggest that the activation of actarssitives is represented at the category-general
level, whereas the activation of intransitivesapresented at the lexically specific level. We arguerdmmesenting
the activation of active transitives for individualrlbe would not be cost-effective, because the actamesttive
structure occurs very frequently. In contrast, intrdaves are less frequent. Finally, we conclude thatiyass
transitives do not share a representation with attamsitives. They also do not share the same repisson as
intransitives, because Experiment 2 showed a verb riepetitfect for intransitives but not for passives.
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Semantic category effects in sentence production
Vered Argaman and Neal J. Pearlmutter
argaman@neu.edu
Northeastern University

Several linguistic accounts (e.g., Levin, 1993; Pinker, 1989) stitfigt verb semantics predict the range of
possible argument structures for a verb, and that venhsbe categorized into semantically coherent categorie
which share meaning components relevant to argumeamttwte. Analyses of the frequency distributions of
alternate argument structures for SC-taking verbs (suggestedclaimed and for dative and benefactive verbs
(e.g.,gave saved demonstrated that verb semantic category (e.g., mafispeaking, verbs of future having) can
also account for the relative frequencies of the sfittalternatives for a given verb (sentential comm@et versus
direct object for SC-taking verbs and double object vepsapositional object for dative verbs) (Argaman, 2003;
Argaman and Pearlmutter, 2002). Given this relationsttipasm verb category and argument structure preferences,
the psychological reality of verb categories was exanhin sentence production, in a syntactic priming experimen

Previous research has shown that the syntactic steuof a target utterance is influenced by the syntactic
structure of a preceding utterance (e.g., Bock, 1986). Furtineriickering and Branigan (1998) showed that when
the verb in the prime sentence is identical to thd e the target sentence the magnitude of the primifegtef
increases. In the current investigation, the magnitfigieiming was examined under three match conditions: the
prime verbs and target verb were either identical, fthensame semantic category, or from different seimant
categories. Participants read a set of five primessees, four with one alternative structure and one thigrother
alternative structure, creating a bias for one alter@ar the other. Participants then had to producdonat a
completion of a sentence initial fragment, comprised pfoper name and a target verb in the past tenseSargh
advised. 18 experimental items used SC-taking target verbs, ancetidasive or benefactive target verbs. These
were randomly intermixed with 30 filler trials.

The pattern of results demonstrated the largest primiiegtéh the same verb match condition (13%),
smallest priming effect for the different category cdiodi (3%), and intermediate priming effect for the same
category condition (6%). These results suggest a modbkedéxicon in which verb category is represented and
accessed during production.
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Prosodic Principles guide parsing preferences while egling — an ERP

investigation of relative clause attachment
Petra Augurzky® ? Kai Alter*, Thomas Pechmanh
augurzky@chbs.mpg.de
Max Planck Institute for Human Cognitive and Brain SoéfUniversity of Leipzig

Numerous recent studies have revealed that relativeeclangth influences attachment preferences in
sentences of the type NPENP2-RC. Length effects might override a language's neaitiedhment preference and
have been observed for many languages, e.g. Croatianct;rSpanish and Japanese. These findings can be
explained by an approach which states that prosodic phrasiinences syntactic processing even during silent
reading (e.g. Fodor, 2002).

While length effects have been studied rather exterysignly a few studies examine the impact of lexical
elements on phrasing (e.g. Lovric, 2003 for Croatian).freeent EEG study was designed in order to obtain a more
precise on-line record of processing of comparable ambgysiwuctures in German. Visual processing of the target
sentences was examined.

Sentences were disambiguated via number agreement fihitleeverb with one of the two NPs (high
attachment by agreement with NP1 vs. low with NP2 $&cond factor of interest was choice of prepos{tio
(the Genitives in (1)) vs. thematic prepositioi (B) vs. non-thematic prepositioron (C)). A set of 46 sentences
per condition was tested. While former studies (e.g. dEeimf 2000) established a general high attachment
preference for German genitives, a low attachmenemrte for the items comparable to those in B testaen
reported. ThevonDPs were of special interest as they express the samantic relation as the genitives, but differ
in their syntactic status and might therefore introdudistinct prosodic pattern.

Interestingly, participants did not exhibit clear attaehmpreferences for the genitives — no significant
differences for (1) forced high vs. forced low could beenbed. In contrast, we found a preference for low
attachment with both the (2nd (3) items, indicated by a fronto-centrally distribup®sitivity between 300 and
1000 ms after the onset of the critical verb, which feaad for sentences that were biased towards highhatert
compared to their low attachment counterparts. Thoughghmiore frontally distributed, the effect resembles the
P345 component (for a discussion see Schlesewsky andgemte22003) which has been claimed to occur when re-
analysis of a dispreferred structure does not involvaddition of structural nodes (Friederici & Mecklinger, 1996).

Based on the idea thabn is non-thematic, the difference observed can be égstined by a prosodic
preference for the sentences containing a prepostti@m@tic or non-thematic) to lower attachment pegfees by
grouping NP2 and the RC in one prosodic unit.

The results are consistent with a recently conductthesfjuestionnaire, which shows that there are
significantly less high-attachment answers with gerdge containing overt prepositions than with genitifpes:
.001).

Examples

Q) Holger kannte di&olleginnen /7 der Juristirdie lange im Bluravaren/ war.
Holger knew the colleagugesf-the judge, cenWho long in-the office wege/ was,.
‘Holger knew the collegues of the judge who had beenbeas in the office for a long time’

(2) Holger kannte di&olleginnen bei der Juristindie lange im Blravaren/ war.
Holger knew the colleagugrear the judggs.nwho long in-the office wege/ was,.
3) Holger kannte di&olleginnen vonder Juristindie lange im Birevaren/ war.

Holger knew the colleagugsef the judgeeanwho long in-the office werg/ was,.



CUNY 2004 Friday, March 26: Poster Session Il 73

Modelling Attachment Decisions with a Probabilistic Parsr
Ulrike Baldewein®, Frank Keller?
ulrike@coli.uni-sb.de
'Saarland UniversityUniversity of Edinburgh

Probabilistic parsing models have been used successfulimodel attachment decisions in sentence
processing (e.g., Jurafsky 1996, Crocker and Brants 2000, Salr2603). However, most models focus on a small
selection of phenomena and do not account for the wakewhich humans understand the vast majority of
sentences. Also, all existing models deal exclusivelly ®itglish data.

We describe an incremental, two-stage probabilistidehof human parsing for German. The model is broad
coverage, i.e., it assigns sentence structure to prévionseen newspaper text with high accuracy. It also makes
incremental predictions for the attachment decision®P-attachment ambiguities. We investigate whetperely
probabilistic model is able to account for the attaehtpreferences in German verb final sentenceshwiage not
been modelled before.

In cases of PP attachment ambiguity, the PP cantdéehat to a preceding NP or the verb. The word order in
German verb second sentences is similar to English({). German verb final sentences provide a challénrge
the study of PP-attachment, as the PP is processae Hefosentence head is seen (Ex. (2)).

Examples
Q) Iris stoerte  die Rentnerin  mit der Rockmusik.
Iris annoyed the pensioner with the rockimus
(2) (... dass) Iris die Rentnerin  mit der Rockmusik régoe
(... that) Iris the pensioner with the rock music annoyed.

Reading studies (e.g., Konieczny et al. 1997, whose mater@luse) have shown that in verb second
sentences, the PP is preferentially attached accoralig subcategorisation bias of the verb (as in Ehglin verb
final sentences, where subcategorisation informatiannot be accessed immediately, the PP is prefedgntial
attached to the (seen) NP site. In Konieczny et @l997) materials, attachment is disambiguated by thensiema
implausibility of one alternative. Significant effestere observed on the PP.

Our parsing model consists of two modules. One is a @yntaodule based on a standard probabilistic
parser (trained on NEGRA, a syntactically annotatedus of German). This module guarantees broad coverage of
language data. After the PP has been processed, the markerthe attachment alternatives according to their
probability. The second stage is a shallow semantitufao It makes the final attachment decision by rankireg t
alternatives according to frequency measures whichtameardly used in computational linguistics to disambiguate
PP-attachment (Volk 2001). Conflicts between the detssinade by the two modules (i.e., different ranks fer th
alternatives) are interpreted as conflicts betweeb peeference and semantic disambiguation and hence predict
increased reading times. The model's predictions wetaaded against average reading times from Konieczny et
al.'s (1997) eye-tracking study.

The model correctly accounts for attachment prefereimceerb second sentences. This replicates modelling
results for English (Jurafsky 1996, Crocker and Brants 2000, &takt2003). However, the model fails to correctly
account for the attachment preferences in verb faatences.

To resolve the attachment, the syntactic modulegeadn verb subcategorisation information and on a
global attachment preference if the verb is absdm.ekperimental data from Konieczny et. al (1997) showlzagl
preference for NP attachment, while in our corpus, \athchment is more frequent. Therefore, the syiatact
module consistently makes a wrong prediction for verlalfisentences, which compromises the model's
performance. However, our model would have been succéssiuthe global preference in the corpus data been for
NP attachment. This indicates that the new phenomehiBR attachment in verb final sentences can imcjgie be
covered by the probabilistic framework. Our results hgttl how sensitive probabilistic models are to
idiosyncrasies in the training data. Note that in galndralanced corpora consisting of data from differentces
are more reliable than newspaper-only corpora like NEGR
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Pitch Accent’s Interaction with Other Cues of Saliene in Pronoun

Referent Resolution
Jennifer Balogh & David Swinney
jennifer_balogh@yahoo.com
University of California, San Diego

Four experiments examine the effects of pitch accerat patential referent of a pronoun during sentence
comprehension. Materials for all studies were thezgence discourses with a main character and two padtent
referents. The referents were presented in the sesearidnce of the discourse, and a single pronoun appedhed in
third. The first potential referent was the Agent ofaction while the second was the Patient. TheMiatig is an
example of material sets for Experiment 1:

“Karen knew some of her friends were going to this 'geblialloween party. When she arrived, she
scanned the room and saw a shesd@ffving a pirat@ear the punch bowl. Right away, Karen recognized him
and went over to say ‘hi’.”

Discourses were recorded such that a pitch accent appédredon the first potential referent or the second
— a fact validated via acoustic analysis of the prosmmhitour of the materials. The accented NP always hagheer
pitch. In contrast to many studies on pitch accent aadgams, the accent in these experiments was not stimgra
stress but rather focus stress.

Participants listened to 32 discourses (8 with pitch acmenie first potential referent, 8 with pitch accent
on the second, and 16 fillers) and answered a multipleelypiestion about each item. The results showed thht pitc
accent increased the likelihood that participants woutib®h the accented entity as the pronoun’s refere3ae (
Table 1.)

In the second experiment, the same discourses were usedttba passive construction. (e.g. Experiment
2: “... a sheriff being served by a pirate ..."). The resaftthis experiment showed no effect of pitch accenhe O
possible explanation is that the Patient was explinidyked as salient by appearing in subject position. Inyeass
constructions, when the prosodic cue appeared somewkerdatadid not sway interpretations because the Patient
was still the most salient entity.

It was hypothesized that a similar pattern of resultggiroccur for Goal and Source theta roles. Goals tend
to be preferred over Sources as the pronoun’s refeédgatgnson et al., 1994). Thus, if the Goal appeared incsubje
position, it would be explicitly marked as salient, andip#éccent would have no effect. However, prosody would
influence interpretations when the Goal did not appesin@subject of the embedded clause. Experiments 3 and 4
examined this issue. In Experiment 3, the effect of pros@d/observed with Source-Goal verbs (e.g. “... a sheriff
serving a drink to a pirate ...”). As predicted, the effea$t not observed with Goal-Source verbs in Experirient
(“ a sheriff accepting a drink from a pirate...”). (See [€ah.

Taken together, the findings suggest a principled interaofipitch accent on potential referents with other
referential cues in pronoun referent resolution. Mastally, pitch accent affects interpretations when riost
salient thematic role appears as the object, butsitnibeeffect when the order of the thematic roles suggesat the
subject is the most salient entity. Thus, pitch acteses its potency when the salience of one otémalidates is
bolstered by the arrangement of theta roles.

Table 1
Mean proportion of the time the first potential referent was selecte

Pitch on Pitch on p Interaction
first second value
Experiment 1 (Agent- .82 .66 <
Patient) .001 .01
Experiment 2 (Patient- .78 .76 .50
Agent)
Experiment 3 (Source- 91 .79 .007
Goal) .03
Experiment 4 (Goal- .80 .82 .65
Source)
Reference

Stevenson, R.J., Crawley, R.A. & Kleinman, D. (1994)efatic roles, focus, and the representation of events
Language and Cognitive ProcessB$9-548.
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On the primacy of word category information:

Direct time course evidence
Ina Bornkesset, Matthias Schlesewsk$, Angela D. Friederict', & Brian McElree®
bornke@chs.mpg.de
Max Planck Institute for Human Cognitive and Brain Soén LeipzigUniversity of Marburg,
3New York University

Event-related potential (ERP) measures have providedirmng evidence for models of language
comprehension assuming an initial stage of (post-phorealgirocessing drawing exclusively upon word category
information (Friederici, 2002). However, these findinggehalso been subject to a great deal of debate (Hagoort,
2003), partly because of the lack of converging support frdmeroéxperimental methods. Yet independent
experimental evidence for the primacy of word categdigrimation is difficult to come by, because the exaniamat
of this type of manipulation requires a method with g ¥eégh degree of temporal resolution

An experimental technique that allows for a direct exatiom of the time course of processing is the speed-
accuracy trade-off (SAT) method (e.g. McElree & Giiffil995). The present study employed a variant of the SAT
methodology (McElree, 1993) to compare the time coursegrammmaticality detection for word category (1a) and
agreement violations (1b). The corresponding grammat@gtol conditions are shown in (1c¢).

Participants read the sentences in (1) embedded amonigty eéfiller conditions and concurrently judged
their acceptability by means of button presses everyn850-rom these responses, full time course functiotiseof
accuracy of processing were computed.

The results show that the word category violationsrtegerminal (asymptotic) accuracy more quickly than
the agreement violation, as was confirmed by fittifge tdata to an exponential approach to a limit
(d'(t) = A[1-eP®9] for t > 3, 0 otherwise). This equation provides three crucial paters: asymptotic accurady)(
rate of rise §) and intercept, i.e. departure from chance performad)ceTtie B and d parameters collectively
characterise the dynamics of the function, i.e. fheed of processing. Indeed, the data were best fit bydeImo
assuming an earlier intercept for the word category tiamdithereby yielding an estimated dynamics difference
(1/3+06) of 360 ms between the two violation types, which carlie explained in terms of length differences
(estimated dynamics difference due to length: 110 ms). Theags mirror ERP data on identical manipulations
(Mauth et al., 2002), in which the word category violatiitited an early left-anterior negativity, whileeth
agreement violation engendered a temporally delayedrsdtiar negativity. The present data thus provide strong
converging support for an initial stage of (post-phonoldgicamprehension, in which only word category
information is drawn upon. They thereby support “word gatte first” models of sentence comprehension (Frazier,
1978; Friederici, 2002).

Examples

Q) a. *Das ist die Sauce, die du Verfeinerung.
this is the sauce that you as refinement
b. *Das ist die Sauce, die der Koch verfeinerst.
this is the sauce that the chef refige
c. Das ist die Sauce, die der Koch / du verfeinefeiearst.
this is the sauce that the chef/ you refigefineZ;g
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Beliefs about mental states in lexical and syntactic alignme

Evidence from Human-Computer dialogs
Holly Branigan®, Martin Pickering *, Jamie Pearson, Janet McLeart,
Clifford Nass?, John HU?
holly.branigan@ed.ac.uk
YUniversity of Edinburgh UK?Stanford University

There is increasing interest in the cognitive aspekisteractions between humans and computers. Such
research is theoretically interesting because it @éhtes whether beliefs about an interlocutor's "mindécaf
communicative behavior. People do not generally belieaecomputers have human minds, but often behave as if
attributing human characteristics to them (Reeves &sNd996). It is uncontroversial that beliefs about an
interlocutor can affect some aspects of behavior,(ehpice of topic), but little is known about how farck
influences extend, in particular, whether they can imiteerelatively '‘automatic' aspects of language processing,
are limited to 'higher order' aspects of processing .(as €lark's 1992 model might predict). This paper presents
three experiments that investigate whether beliefatabointerlocutor can permeate lexical and syntactiogasing
in dialog.

In all three experiments, naive participants played aglighme in which they believed that they were
interacting with either a person or a computer. In, feetir “interlocutor” was always a computer progrant tha
produced pre-scripted utterances. The experimental task ve&enfee as a picture-matching and -describing game,
involving interacting with an unseen interlocutor bpifg. On a matching (prime) turn, the participant read a
picture description "from their interlocutor”, and decidatimatched a picture displayed on-screen. On a desgribin
(target) turn, they typed a description of a picture displayescreen "for their interlocutor”.

In Experiment 1, we presented pictures of single objects. nvenipulated whether the “interlocutor"
produced a preferred term (e.g., chair) or dispreferred tern seat) for an object, and examined which term the
participant used to describe the same object subsequ€héye was a strong tendency to lexically align with the
"interlocutor"”, but this interacted with beliefs abtiué identity of the interlocutor: Participants usedshme term
more often with a "computer interlocutor” than withhaman interlocutor”. (See Table 1.)

In Experiments 2 and 3, we presented pictures of ditransitivens. We manipulated the syntactic structure
of the prime description (Prepositional Object [PO]@suble Object [DO], as in [i-ii]), and examined thetx of
the subsequent target description. In Experiment 2, the paimgetarget picture involved the same verb; in
Experiment 3, the verbs differed. Participants tendedrtasiically align with the "interlocutor”. In Experimea,
alignment was greater for a "computer interlocutor" tlathuman interlocutor". However, there was no such
difference in Experiment 3. (See Table 2 and Table 3, ctgply.)

Taken together, our results suggest that both lexical artdctic processing in dialog are affected by beliefs
about an interlocutor. However, the fact that greatggnment was found for "computer interlocutors" in only
Experiments 1 and 2 suggests that there may be a strategporent since people may be more aware of lexical
repetition (Experiment 1) and of syntactic repetitiorhvitie same verb (Experiment 2). But Experiment 3 provides
evidence that alignment also has a non-strategic coempoim keeping with accounts stressing that alignmeat is
basic organizing principle of dialog (Pickering & Garrodpness).

i The pirate handing the cake to the sailor. PO
ii. The pirate handing the sailor the cake. DO

Table 1: Percentage of (lexical) alignment in Experinient
"computer interlocutor"  65.9
"human interlocutor" 12.7

Table 2: Percentage of (syntactic) alignment in Expertradgsame verb in prime and target)
"computer interlocutor"  85.3
"human interlocutor" 55.0

Table 3: Percentage of (syntactic) alignment in Expartr8gdifferent verb in prime and target)
"computer interlocutor"  26.9
"human interlocutor" 32.1
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Accounting for Individual Differences in Processing Anmalies
of Form and Content
David Braze', Donald Shankweilef?, Whitney Tabor?
braze @haskins.yale.edu
'Haskins Laboratorie$University of Connecticut

The Referential Theory of Crain & Steedman (1985) offeraiay to conceptualize how syntactic and
pragmatic sources of information are used on line byiddals with different processing capacities (Ni, Crain &
Shankweiler, 1996). Sentence anomaly can serve asnasliest" to tease apart syntactic and pragmatic opesatio
that are ordinarily intertwined in on-line language coel@nsion. In two previous studies of college students, we
have found distinct patterns of eye-movements in rea#ntgnces containing either a syntactically or praigadbt
anomalous verb, or no anomaly (Ni, Fodor, Crain &riitwiler, 1998; Braze, Shankweiler, Ni & Palumbo, 2002).
Syntactic anomaly evoked an immediate peak in regresgvenovements (at the verb), while regressions due to
pragmatic anomaly peaked at sentence end. AdditionallgeBeaal. (2002) showed that participants tend to re-
fixate sentence regions appropriate to each anomalyttypg@arser uses "intelligent” repair strategies whelinen
parsing mechanisms fail (Frazier & Rayner, 1982; Fodan@ué 1994).

Our present study uses the same methodology and compagabdace materials (examples below) to
compare two age-matched groups which differ in working memapacity as assessed by a “listening span” test of
verbal working memory (Daneman & Carpenter, 1980). The hagacity group is similar to participants in our
previous studies, while the other group is markedly lovier groups also differed on a number of other dimensions,
including reading skill). This study asks whether these graupslifferently sensitive to syntactic and pragmatic
sources of information in the linguistic signal. Teshtences were designed to be within easy reach déske
skilled readers.

The Referential Theory predicts that use of pragmatis cuearsing will tax working memory more than
use of syntactic cues because, while syntactic opegatice automatic and informationally encapsulated, pragmat
ones are effortful and rely on open-ended world knowlecgtviduals with sufficient memory capacity may exploit
both types of information in parsing, but even here ttheory predicts the temporal priority of syntactic rove
pragmatic processes due to the unidirectional informdtam and weak interactivity of the model (top down
information can be used to prune syntactic representatiom the workspace, but not to motivate them). Tthes,
Referential Theory predicts that individuals with higlerking memory capacities will be better able to exploit
pragmatic cues in the linguistic signal than will thosthvlesser memory capacities. However, use of syiatact
information is predicted to be less subject to individizailation.

Our data shows a clear effect of syntactic anomatly nwo group differences. Consistent with our previous
findings, both groups show an increase in regressivaneyements at the syntactically anomalous verb (exantiple
and d). However, only the high working memory group showingnease in regressive eye-movements in the
presence of Pragmatic anomalies (examples ¢ and d). Fwetiea the high memory group shows a lag in sensitivity
to pragmatic anomaly relative to syntactic anomalggrgssive eye-movements due to pragmatic anomaly do not
occur until several words after the anomalous verb.el\@r, only high memory participants make appropriate
regressions, as in Braze et al. (2002); low memory fpaattits seem unable to exploit informational cues to guide
their regressive eye-movements.

Examples

a. The daisies were slowly wilting in the hot weatthés afternoon.  NO ANOMALY

b. The daisies had slowly wilting in the hot weatts afternoon. SYNTACTIC ANOMALY
c. The puddles were slowly wilting in the hot weathés Hiternoon. PRAGMATIC ANOMALY
d. The puddles had slowly wilting in the hot weather #fiesrnoon.  DOUBLE ANOMALY
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The Time Course of Associative and Discourse Contexffects:

An Eye-Tracking Study
C. Christine Camblin®, Peter C. Gordorf, and Tamara Y. SwaaB
ccc9@duke.edu
'Psychological & Brain Sciences, Duke Universffysychology, UNC Chapel HiffPsychology,
UC Davis

In this eye-tracking experiment, associative priming andcadirse congruity were manipulated
independently to examine the extent to which discours# tepresentations can affect associative priming,tand
compare the time course of discourse and associativangrieffects.  Previous work examining individual
sentences suggests that lexical relatedness alone maflnence eye movements during reading. For example,
Morris (1994) found that first-pass gaze durations could bBeeinfed by sentence-level representations, but not
simple relatedness priming. Traxler et al. (2000) also faerdential congruity effects coming on-line before
processing benefits of intra-lexical priming emerged. ¢l both of these studies used words that were
schematically related (e.g., lumberjack - axe), so itniglear if word pairs with a perhaps more basic asbaeia
relationship (e.g., lost - found) would elicit facilitati. The effect of discourse congruity on eye movemguntisg
reading is yet to be determined, although effects ofeséiat congruity have been shown as various stages of
processing. Some studies have uncovered early effectenofintic congruity (Morris, 1994; Traxler et al.
Experiment 3, 2000), while others only show effects oal tetlading time (Traxler et al. Experiments 1 and 2, 2000).

To examine associative and discourse context effedtty-five sets of four-sentence stories were created
such that the last word of the third sentence varienvarall discourse congruence and lexical associatidm avit
preceding word. Lexical association was determined btirgiaorms and story congruity was rated in pre-tests. |
is important to note that within a stimulus set thiedtlsentence is identical up until the critical word. efidfore all
of the sentences are congruous when read in isolatienpnly the previous context that makes the critigatd
congruous or incongruous at the discourse level.

First fixation duration, first pass gaze duration, and rlghtnded reading times were examined to assess the
time course of associative and discourse priming efféBtth, first fixation and gaze duration measures showed a
main effect of associative primingy(E,35) = 4.50, p = 0.041,,f,34) = 4.52, p = 0.041 and(k,35) = 7.81, p =
0.008; K(1,34) = 5.77, p = 0.022, respectively). Discourse congruenceotiaffact either of these measures (first
fixation: F(1,35) = 1.20, p = 0.281,8.,34) = 1.42, p = 0.241; gaze duration(1F35) = 2.80, p = 0.103,8.,34) =
2.66, p = 0.112). Right-bounded reading times showed an effassofiative priming (H1,35) = 7.06, p = 0.012;
F,(1,34) = 7.29, p = 0.011) and discourse congruencfl(85) = 14.93, p < 0.001,@,34) = 11.23, p = 0.002), but
no interaction between these conditions. In contkith some of the previous literature, these resuiansistent
with the idea that lexical context such as word assoniatan influence lexical processing before messagé-leve
context can have an effect. In subsequent processimpudie context can influence meaning integration in
sentences, but it does not influence the activatidexifal items.

Example (critical words are in bold, associative primeare italicized):

Congruent - Associated / Unassociated

Margot's checkbook slipped out of her purse when she wdse turich.

She didn't realize it was gone until she received thémail, and saw it was missing checks.

Margot could not believe the checkbook had Heehandfound/used

She was mad at herself for being so careless.

Incongruent - Associated/ Unassociated

Margot was cold as she sat at the edge of the ferry.

She tugged her sweater out of her overstuffed backpack amdt wé#me her checkbook, which flew overboard.
Margot could not believe the checkbook had Heehandfound/used

She was mad at herself for being so careless.
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Syntactic vs. Prosodic Focus Effects in Parsing
Katy Carlson
k.carlson@morehead-st.edu
Morehead State University

The focus of a sentence represents the most impanfanination in that sentence. However, it remains
unclear how a speaker can ensure that a perceiver umikrgtee intended focus structure of an utterance. In
English, focus may be indicated in various ways, inclugiibch accents, focus particlesn{y), and clefting (Rooth
1992). Perceivers’ interpretations of ambiguous ellipsitesees can also be affected by the position of pitch
accents (Carlson 2002ab, Frazier & Clifton 1998ymly (Liversedge et al. 2002, 2003, Stolterfoht et al. 2003); the
way a perceiver interprets an ellipsis sentence rgvbal focus structure assigned to its antecedent claomgs-F
sensitive ellipsis sentences thus provide a testing griouritbw focus markers are used by perceivers to determine
focus structure. Four studies examined the effectenbf and clefting, both alone and in conjunction with pitch
accents, on the interpretation of ellipsis sentendes.results indicate that both syntactic and prosodicsfmarkers
influence but do not completely determine perceivers'tippsng of focus. Further, they show that syntactiufo
marking does not override prosodic information in focusggaion, contra some analyses of different typesafso
marking (Kiss 1998), but that they have separate and addffeas.

Two self-paced reading experiments (Experiments 1-2) demtetstieatonly and clefting could each affect
the interpretation of replacive sentences (Sag 1980, MetcP001) which are ambiguous between subject and
object readings (see (1), where the senator could rjoirtsal by the judge, or could not join the diplomat).

Q) a. (Only) the judge joined the diplomat for coffee, the senator...
b. The judge joined (only) the diplomat for coffee, ra senator...

Experiment 1 (self-paced reading) used sentences like (h)awid withoutonly. On-line, perceivers read
the remnantthe senator faster whenonly was present to suggest focus on one of the argumentswiRg
questions showed a baseline of 36% subject responses ab#ence obnly, and this number was increased by
subjectonly and decreased by objemily (Table 1). Experiment 2 (self-paced reading) used sentbkedg).

(2) a. It was Shirley who t counseled Naomi during tigif| not Donna... (subject cleft)
b. It was Shirley who Naomi counseled t during the fliglot Donna... (object cleft)

At first, perceivers were slower in processing obggefts ((2b), consistent with Gordon et al. 2001); but
ultimately, object clefts favored the object interptiein and subject clefts favored the subject analygablé 2).
These two experiments showed that baly and clefting were important in suggesting a focus struetndethus
resolving the ambiguous ellipsis structure.

Two auditory questionnaires then crossed subject vsctabgeent with subject vs. object positionooly
(Experiment 3) or clefting (Experiment 4). This was accasheld by having two prosodic renditions of each
sentence: one with the first-clause subject accepidddin (1)), and one with the first-clause object acognEsach
experiment found significant main effects of accent mmsiand syntactic focus position (Tables 1-2; p’s<.001, no
interactions), with effects being roughly additive. Nasfethe sentences were truly disambiguated by the focus
indicators, and sentences with indicators in multiplétipos were very ambiguous (37-56% subject responses).

These experiments show that syntactic and prosodic foausers influence but do not fully determine the
position of focus and subsequent ellipsis resolution forgdegrs. Sentences remained ambiguous unless two types
of focus marking indicated a particular focus structure, suiggeitat speakers can not easily convey an intended
focus structure. Further, the results indicate that stintéocus indicators did not generally override pitcheats,
which is unexpected on some analyses of focus (Kiss 1988\ since all results were due to differences i th
unambiguous first clause, rather than in the ambiguousaeimfvhich was identical across conditions), these
experiments demonstrate the need for a global sentepasentation which retains detailed prosodic and setnanti
information over clause boundaries.

Table 1: % subject interpretations fomly items

Subject only Object only
Experiment 1 Self-Paced Reading 63% 23%
Experiment 3 Subject Accent 81% 43%
Object Accent 40% 5%
Table 2: % subject interpretations for clefted items
Subject cleft Object cleft
Experiment 2 Self-Paced Reading 83% 26%
Experiment 4 Subject Accent 87% 37%
Object Accent 56% 18%
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Linear and hierarchical hypotheses reconciled: grammaticaldrmulation and

ongoing parsing in the production of subject-verb agreemererrors
Erica Rodrigues & Leticia Sicuro Corréa
Iscorrea@let.puc-rio.br
Pontificia Universidade Catdlica do Rio de Janeiro (HRiQ)

The processing of subject-verb number agreement istigatesd in contexts that facilitate mismatch-
interference production errors. Recent psycholinguidtidies have shown that number mismatch between the
subject head NP and an intervening NP is likely to cagseement errors in production (Bock & Cutting, 1992;
Vigliocco & Nicol, 1998; Franck, Vigliocco & Nicol, 2002) and increase reading time in comprehension (Nicol,
Forster & Veres, 1997; Pearlmutter, 2000). The structuralipogf the intervening NP and number markedness
appear to be factors affecting the processing of agrderba intervening NP that is the nearest to the tgim
subject-NP projection is more likely to cause a mismatterference effect particularly if it has a pluralnmber
feature. This pattern of results has been considerpmbtide support to a hierarchical hypothesis as opposed to a
linear distance hypothesis for agreement processing.farhger predicts greater interference from the highest
intervening NP during grammatical encoding since its nurf@agure would mistakenly percolate to the topmost NP.
A linear hypothesis would predict interference from Mieimmediately preceding the verb. It would, nevertheless
also predict that the longer the distance between ¢ad houn of the subject NP and the verb the more likely
interference of an intervenient NP would be. Thigtaneffect would be due to the loss of the featureseohttad
noun from memory. There are therefore two independemtigifons from the linear hypothesis. In this papezs¢h
predictions are dissociated in order for the factor dagothe production of agreement errors to be distinguished
from the one most likely to characterize the potdigtiatervening NP.

Two elicited production experiments are reported. In bggleements, a cross-modal task was used with
auditory presentation of preambles corresponding to aardPvisual presentation of an infinitive verb. Thektas
consisted in producing a sentence with the preamblesasuthiect NP of that verb. The participants were eddcat
native speakers of Brazilian Portuguese. In the firstraxgat, two variables were manipulated: the linearadise
between the head of the subject NP and the verb, antieharchical distance between the intervening NPthea
head of the subject NP. The results show a signifiefiett of linear distance with more errors in thegalistance
condition, and a non-significant effect of hierarchiigtance, though the means were in the direction pestiy
the hierarchical hypothesis. In the second experimi®, predictions concerning the intervening NPs were
contrasted in the most favorable condition for agregreerors to occur. In this study, pseudo-verbs were used i
order to avoid a possible semantic bias to a particnfarvening NP. It was verified that the highest inégring NP
with a plural feature induces more production errors ttodim its singular counterpart and a lower intervening plural
or singular NP immediately preceding the verb. Theseteeant compatible with the hierarchical hypothesis. |
order to reconcile them with the linear effect obéai in Experiment 1, a model of agreement processing in
production is proposed, according to which syntactic agneepr®@ceeds automatically and agreement attraction
errors are not predicted to occur during grammatical forfimalaThis model takes into account the fact that the
subject NP can be parsed once it is uttered, thatfelthe uttering of the agreeing verb. The represemtafi the
subject NP provided by the parser would be vulnerable &ydstd interfere in the encoding of the verb, conducted
on the basis of the information provided by the grantabformulator. This model can, therefore, provideaase
for agreement errors in terms of memory decay asdnge time as it can explain the fact that hierartigsition is
a factor determining which NP is likely to interferethe processing of agreement. Markedness would make the
number feature of the head of the subject NP less \abieto decay. Unlike the percolation model, this “iybr
model” ascribes agreement attraction errors to a paakctic processing stage. This model can also acémunt
self-repairs immediately after agreement errors.
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Implicit Causality as an Inherent Feature of Verbs and Veb Classes
Timothy Desmet, Fernanda Ferreira®
timothy.desmet@ugent.be
'Ghent University, BelgiunfMichigan State University

Since the early 1970’s, psycholinguists have investigatdeature of certain verbs termed “implicit
causality”: Verbs differ in whether they associate tAuse of an event or state to their agent or pgaemt Garvey
& Caramazza, 1974). With verbs such as “blame” or “adhpieeple predominantly attribute the cause to the patient
(Example 1: most people will indicate that Mary is theseg. These verbs are referred to as N2 verbs. N1 siechs
as “phone” or “amaze”, on the other hand, impute caysalainly to the agent (Example 2: most people will
indicate John as the cause). This bias also affeelime comprehension: An explicitly mentioned causeaisibr to
understand if it is incongruent with the implicit causarthif it is congruent with the implicit cause (see Exa§l
taken from Stewart, Pickering, & Sanford, 2000).

The present study examined the source of the implicit gubias and the time course of its emergence
during processing. We began by focusing on the strengtheaifhiplicit causality bias of the verb itself. Weals
sought to determine the relationship between thisdmdsverb argument structure. Therefore we looked at fobr ve
types: agent-patient (AP) verbs (e.g., phone, interrpgatgent-evocator (AE) verbs (e.g., punish, compliment),
stimulus-experiencer (SE) verbs (e.g., amaze, inspin€) eaperiencer-stimulus (ES) verbs (e.g., admire, respect).
Rudolph and Fosterling (1997) showed that this taxonomy cewuat for up to 90% of the variance in causal
attributions.

In the first experiment, 140 verbs taken from the psynlaistic literature were tested in a completion task.
Participants read “John blamed Bill because ..."” and prowadamahtinuation. This experiment revealed that the bias
was especially strong with SE (80% N1), ES (81% N2) and &Bsv(76% N2). The AP verb bias was significantly
weaker (58% N1).

The second experiment was similar except that the cdignntbecause” was omitted, so participants
provided continuations for fragments like “John blamed. Bil This allowed us to isolate the implicit causality o
the verb from the contribution of the connective cdngse”. As expected, participants provided fewer causal
completions. Interestingly, this was especially true A% verbs (only 41%). The other verb types elicited
significantly more causes: 59% to 75%, even though nettierinstructions nor materials mentioned causes.
Moreover, within these causal continuations the NN2rbias was identical to the one in Experiment 1. Fnall
verb type had a major effect: e.g., following ES veriany continuations started with “because” or “for”,endms
following SE verbs people used “with” or “when” moreerftto convey the cause. These findings suggest that
implicit causality is an inherent feature of certaierbs, and that it emerges even without causal conmesctiv
Moreover, it appears that causality is related to @egoment information.

The third experiment used eye movement monitoring tcstigate at what point in the sentence the implicit
causality has its effect (see Example 4). The focusinguat (e.g., McDonald & MacWhinney, 1995) predicts that
the implicit causality of the verb will have an immati effect on reading a following unambiguous pronoun (a
pronoun that is incongruent with the implicit causalipdd be read slower than one that is congruent). The
integration account (e.g., Garnham, Traxler, OakhilG&nsbacher, 1996) predicts an effect only at the poiatavh
the implicit and explicit cause are being integrated (&r aéading the explicit cause in the second clause of the
sentence). During first-pass reading no effects of comgguerere found on or shortly after the pronoun. Theltes
did show that incongruent sentences induced more regresgitime end of the sentence, leading to more rereading
of the explicit cause (independent of the ambiguity optilomoun). This pattern of eye movements strongly suggests
that the implicit causality bias influences on-linading at a later, semantic integration stage wher@rip#cit
cause is integrated with the explicit cause and that & doehave an immediate “focusing” effect.

Examples

1) John admired Mary.
(2) John amazed Mary.

(3a) Daniel apologized to Arnold because Daniel had bekaving selfishly. (congruent)
(3b) Daniel apologized to Arnold because Arnold didn't deséne criticism. (incongruent)

(4a) Jim apologized to Roy because he had not correadadithhake. (ambiguous pronoun, congruent cause)

(4b)  Jim apologized to Roy because he had not deservedrtireent. (ambiguous pronoun, incongruent cause)

(4c) Jim apologized to Amy because he had not correctaahittake. (unambiguous pronoun, congruent cause)

(4d)  Amy apologized to Jim because he had not deservedrimaent. (unambiguous pronoun, incongruent
cause)
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Phonological Typicality Affects Sentence Processing
Thomas A. Farmer, Morten H. Christiansen', and Padraic Monagharf
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'Cornell University?University of York

Some words have a phonological form that is more typicas lexical category than others, and this may
provide useful cues for language acquisition. We suggest thathtbnological typicality of a word, relative to its
lexical category, may also influence both lexical ag@asl sentence processing in adulthood.

Focusing on nouns and verbs, we measured phonologicallitypigatransforming words into a slot-based
phonological representation with three slots for qriset slots for nucleus, and three slots for the ceda

k..e.lp.d,/h..e.lp.Jand/strii ¥). Each phoneme was represented in terms of 11 phonem
features. We then computed the Euclidean distance betiveeasulting phonological representations and all other
nouns and verbs. We found that nouns tend to be clos¢hé¢o nounst(3156 = 11.06,p < .001) and verbs closer
to other verbst(3156 = 2.97,p < .005) in terms of their phonology .

Subsequently, we conducted a lexical decision experimenttéontae whether phonological typicality
affects lexical processing. Stimuli were controlledffequency, length, phonological neighborhood, and fantijiari
The results showed that ("nouny") nouns which had a pbgital form highly typical of nouns were responded to
more quickly than low-typicality nouns, and the sameceffeas found for ("verby") verbs (Typicality x verb/nqun
F(1, 46) = 19.706, p < .001). Although this suggests that phonologiohlity, relative to lexical category,
influences lexical access, the question remains whethenological typicality may also affect the processifig
sentences.

We investigated the influence of phonological typicatitysentence processing in the context of syntactic
ambiguities arising from the lexical category ambiguityoag@ted with noun/verb homonyms. A set of sentences
was created in which the phonological typicality of ttmmmonyms was manipulated in such a way that 10 words
were phonologically typical nouns and 10 were phonologidgfiical verbs. Half of the sentences for both nouns
and verbs were resolved with a noun interpretatioh®fimbiguity and the other half with the verb integien.
Consider the following example:

1. (a) Chris and Ben were glad thla¢ bird perches were easyitwstall.
7 8 9 10 11 12

(b) Chris and Ben were glad thhé bird perches easily in tleage.
7 8 9 10 11 12

The noun/verb ambiguous homonym, 'perches', is a phonalbgitypical noun. Accordingly, it was
predicted that participants would consider the noun resolfia) over the verb interpretation (1b) given the high
noun-typicality of 'perches'. In other words, they stdo¢ slower ("garden-pathed") when encountering a verb
resolution compared to encountering a noun resolution(tfpial V vs. typical N) X 2 (N resolved vs. V-resallje
X 6 (word in critical region) repeated measures ANOVA w@sducted. Plausibility, frequency of usage, and degree
of typicality were all controlled for in such a wayatmo significant differences existed between nouny anblyv
homonyms. A significant three-way interactidfy (5, 90) = 4.62p = .001, partiaR?=.204,F, (5, 90) = 2.78p =
.022, partialp®=.134) revealed that phonological typicality did influenaerianner in which participants preferred
to resolve the sentences.

Specifically, for the phonologically typical verbs, Riase from position 9 (ambiguous) to position 10
(disambiguation) for the noun resolved sentences. kttegdy, RTs fell from position 9 to position 10 for therb
resolved sentences. As such, it appears that phonolbgpaadlity not only causes participants to garden-pathén
infelicitous condition, but also exerts a facilitatigffect in the felicitous condition. The same generdtepa of
results occurred for the phonologically typical nouns; daaw, it was less marked.

Previous research has indicated that the phonologigizhtity of a word, respective of its lexical category,
is likely to assist young children in lexical categorgigsment during language acquisition (Kelly, 1992). In
contrast, investigations into the role that phonology play in on-line language comprehension tasks hafar so
been largely lacking. The results from the present stunlyever, suggest that nouns differ from verbs in terims o
phonological typicality, and that these differencescaff@t only lexical access, but also on-line sentgmoeessing
in adults.
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Exploring the prosody of the RC attachment construction

in English and Spanish
Eva M. FernandeZ? & Dianne Bradley?
eva_fernandez@qc.edu
'Queens College &Graduate Center, CUNY

We re-examine and supplement—with expanded duration analydaseanpitch contour analyses—the
preliminary report of Fernandez et al. (2003) on pattefrpBrasing in English and Spanish sentences containéng th
relative clause (RC) attachment construction, see {Mat study, prompted by the findings of Hemforth et al.
(submitted), examined utterances elicited using writtenudij as in (2). Prosodic analyses bear on an accegunt
behavioral findings under two assumptions (Fodor, 1998): ithplicit prosody projected during silent reading
factors into attachment decisions, and that projectesbdy resembles explicit prosody. Our goal (as in Ferzande
et al.) is to determine what aspects of attachmefrignerece do and do not have prosodic correlates.

Hemforth et al.’s study of attachment preference, remting the construction’s usual post-verbal object
placement with pre-verbal subject placement, replidhtesross-linguistically invariant effect of RC lendttigher
attachment for longer RCs), and reveals two notaled features. Uniformly across languages, pre-verbal
placement weakens the effect of RC length on attachmfedditionally, for Spanish but not English, mean saié
N1-attachment shift across sentence types: Spaniabhatt higher than English post-verbally, but lower pre-
verbally.

Fernandez et al. establish that phrasing patterndat@rngith Hemforth et al.’s findings for RC length, but
not for attachment shift. In N2 durations, where [fieagthening plus optional pausing accompany the N2][RC
phrase-break which arguably promotes N1-attachment, rdpeyt a length-by-placement interaction. For both
languages, N2 durations are reliably greater before longoRChis effect is reduced for N2 durations in sentences
with N1-of/deN2-RC placed pre-verbally. This interaction plausibiigimates in the global prosody of pre-verbal
placement sentences: an obligatory phrasing break betlveesuper-heavy subject and its matrix verb reduces the
likelihood of a break internal to Ndf/de-N2-RC.

However, N2 durations altogether lack the language-by-plaennteraction required if Spanish
attachment shift (and English non-shift) were sinhlatorrelated with modulation of the likelihood of N2]J[RC
phrasing breaks. To definitively rule an account in éhltesms of attachment shift, our expanded analyses of N2
duration incorporate comparisons of target-sentence M2 egirresponding measures drawn from the preamble
sentences of the elicitation protocol. The latt@vjte estimates of N2's intrinsic duration, and theselaes are
critical since phonetic content inevitably variesaigross-linguistic study, e.dridegroomversusnovio. Analyses
here confirm the finding of a null language-by-placemetdraction.

Acknowledging that sentence prosody recognizes not omlysiting of phrasing breaks but also their
intonational category, we consider also the possititiat pre-verbal and post-verbal placement can trig @HRC
breaks of different kinds. Our pitch contour data suggestritpanish this may be so. The rising contour assign
by Spanish to N2 in post-verbal materials is resergedhie close of RC in pre-verbal materials, wherechiZies
instead a falling contour. Since in English N2's contoniformly falls, N2][RC phrasing tunes indeed correlate
with the behavioral pattern. Still to be determingediat translation different pitch contour patternsehavormal
prosodic analyses, and how in turn these might factorarprosodic account of attachment preference.

Examples

(1) a. The guestimpressed the brother of the bridegvdom(often unknowingly) snores.
b. The brother of the bridegroom who (often unknowipghores impressed the guest.

(1) a. Elinvitado impresioné al hermano del novio qusménudo inconscientemente) roncaba.
b. El hermano del novio que (a menudo inconscientemmrteaba impresion6 al invitado.
(2) a. The guestimpressed the brother of the bridegroom.
(The brother of the bridegroom impressed the guest.)

Which bridegroom? The bridegroom who (often unknowingsores.

=

El invitado impresioné al hermano del novio.
(El hermano del novio impresiond al invitado.)
b. ¢Qué novio? El novio que (a menudo inconscienteineteaba.

2)

o
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Effects of Transitional Probability and Predictability on Eye Movements
Steven Frisson, Keith Rayner?, & Martin J. Pickering ®
steven.frisson@nyu.edu
'New York University,’University of Massachusetf&Edinburgh University

A number of eye movement experiments have shown thiatsithat are highly predictable from the context
are read faster, and skipped more often, than wordsthédss predictable (e.g., Rayner & Well, 1996). Recently
McDonald and Shillcock (2003a, 2003b) found evidence for a diffdgge of predictability, namely transitional
probability (TP). TP, or word-to-word contingency mtits, is the probability that a given word N+1 folkow
word N. For example, the probability of “tribute” fong “pay” is higher than the probability of “dollars”
following “pay”. McDonald and Shillcock (2003a) showed theith a neutral preceding context, first fixation and
gaze durations on the second word were slightly thouggbiglshorter for high-probability words compared to low-
probability ones. Importantly, they claim that tiisa low-level effect independent from (high-level) pctability
effects. If so, then an increase in predictabilityidd not overcome the TP effect.

An eye-tracking experiment with 40 participants was camwigdwith the aim of replicating M&S's results
and investigating whether TP effects can still be fowmnehore restraining contexts. Items like the follogvinere
constructed (C=contextually restraining context, N=newtoakext, H/L=High/Low-probability. First fixation and
gaze durations on the target word -tribute/dollars- caioured between brackets):

C-H By means of this official ceremony, we pay tribt the veterans abroad. (285, 320)
C-L Instead of giving foreign currency, we pay dollarghte veterans abroad. (293, 334)
N-H It is not more than reasonable that we pay tehatthe veterans abroad. (294, 327)
N-L Itis not more than reasonable that we pay della the veterans abroad. (300, 341)

We replicated M&S'’s results and showed that reading tonethe high-probability words were faster than
on the low-probability words, both on gaze and totaldiheg times (and marginally so on first fixation). Wsoa
found an immediate effect of context, with reading timeghe target word faster when preceded by a constgainin
context. No interaction was observed, indicating thatTP was comparable in neutral and constraining xtmte
However, just as in M&S’s experiment, there was a sligiismatch in Cloze values for the neutral context
conditions (CH=22%, CL=6%, NH=7%, NL=0.6%). When compatiing CL and NH conditions, which have
comparable Cloze values, no TP effects were foundrfgrofithe measures. We conclude that the TP effegiimi
not be independent from predictability. A follow-up expemmis being carried out with more constraining
contexts.
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A derivational approach to Reanalysis
Valérie Gautier*
valerie.gautier@bigfoot.com
YUniversity of Nantes

My aim is to show that the history of the derivatexplains in an elegant way why some local ambiguities
can lead to a garden-path while others doesn't causpraogssing difficulties.

| adopt Phillips (96) left-to-right derivational approachptirase structure. As an illustration, look at the
derivation of (1).

Q) The man eats sausages.
0] (i) (iii) (iv)
[the] | [the man] [[the man] eats] [[the man] [eagalisages]]

There are two relevant differences with respectdtandard derivation. Firsthe sentence is generated in
a strictly linear way (the derivation begins with the leftmost term and enitls the rightmost one). The second
difference is that in the course of the derivatithe insertion of an item can destroy the structure preiously
built. This crucially entails that the structure of conitts is not permanent: note tkiad man eatss a constituent
at step (iii) but not at step (iv).

Phillips claims that this new way of generating secgésraccounts for syntactic and parsing problems. His
approach makes the following prediction for syntax :

(2) “Once a constituent has been destroyed, it is no longer available to anytisyptacess (Phillips 2003).

(2) accounts for well-known syntactic problems (e.g. erplavhy constituency tests yield contradictory
results). | propose to generalize the prediction in (Patsing as in (3).

3) Once a constituent has been destroyed, it is retoavailable to either syntactic or parsing processes.

| argue that (3) underlies the contrast between gardenspatinces and reanalysable ones. The reanalysis
is a costly process when it must resort to unavailedostituents, that is, constituents detroyed duringnitiali(and
preferred) parse. In other words, if, in the courséefderivation, you have tebuild a constituent destroyed in a
preceding step the output of the derivation will be a garden-path saeAs an illustration of the proposal,
consider the derivations of (4) and (5).

(4) ? While Mary was mending the sock fell off her lap.

(5) Steve had known Max hated sharks

a)[was mending] a) [had known]

b)[was [mending the sock]] b) [had [known Max]

¢) [was mending] [the sock fell off her lap]] c) [had fkam [Max hated sharks]]]

Notice that reanalysis of the sock in 4 (c) entadlskiracking: the constituent [was mending] which has
been created at step 4 (a) and destroyed at step 4 (B)buslt at step 4 (c). On the contrary, no backtracking
necessary in (5). That is, step 5 (c) doesn't involgersstituent no longer available: the substitutiorhefDP Max
by the CP Max hated sharks affects the VP known butmmagquire re-building a constituent destroyed.

To conclude, this derivational approach to reanalysigiges a strong argument for a derivational approach
to parsing problems in general. Ambiguity resolution pmolslean then be explained by looking at the historyef th
derivation. To this end, | proposed, in Gautier (2003)sthectural principle in (8).

(8) Destroy: choose the derivation that destroys thst tast constituent built.

References
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Who's Gorping the Duck? Word Order Guides Early Sentence

Comprehension
Yael Gertner', Cynthia Fisher'
ygertner@s.psych.uiuc.edu
YUniversity of Ilinois Urbana-Champaign

What role does syntactic knowledge play in guiding earltessm® comprehension? In this study we
examined whether 26-month-olds use word order to understamsitive sentences. Prior research has shown that
even 17-month-olds interpret word order sensibly in ftamessentences with familiar verbs, as in “Cookieriter
is tickling Big Bird” (Hirsh-Pasek & Golinkoff, 1996). By 26 mihs, children interpret word order appropriately
even in sentences with novel verbs, as in "The dubkdking the bunny around" (Fisher, Eisengart, & Gertirer
prep.). These prior results are ambiguous, however, anways. First, success in these studies could be due to
knowledge of the specific construction used, rather thanmore abstract knowledge of the word order of English.
That is, children might know that the noun preceding "&itklames the tickler, or that an active agent coiretsri
the caused-motion construction signaled by "around." Seaarccess in these tasks could be achieved by focusing
on the first noun of the sentence, without requiring Kedge of the direct object's likely semantic role. Qudies
address these two issues.

In Experiment 1, we asked whether children understand tivdfisance of word order in transitive
sentences that are presented without lexical cues igagtié specific construction. 26-month-olds watched a pair
of novel events presented on side-by-side video monitoiane event, a duck performed a causal action on aybunn
(a duck wheeled a bunny back and forth in a cart); irother, the bunny performed a different causal actiothen
duck (the bunny rotated the duck in a swivel chair). Thénepair was accompanied by a soundtrack repeating a
sentence with a novel verb, with either the duck agsufd The duck is gorping the bunny"), or the bunny asestibj
("The bunny is gorping the duck"). The children looked loregehe event in which the subject of the senteneg t
heard was the agent of an action. Thus 26-month-oldgnetevord order in transitive sentences, in the ateseh
lexical information supplied by a known verb or path expoess

In Experiment 2, we examined whether children can ngt asdociate the preverbal noun with the agent of
an action, but also associate the postverbal nountkétpatient role. Another group of 26-month-olds savstmee
events as in Experiment 1, but heard sentences in winéchubject was a pronoun ("He is gorping the bunny", or
"He is gorping the duck"). If the children understand Englisind order, then upon hearing the sentence "He is
gorping the duck", for example, they should look longer attleat in which the duck is the patient rather than at
the event in which the duck is the agent. This is exadtlat the children did: they looked longer at the euent
which the direct object of their test sentence hasgatient of the causal action.

Taken together, these results demonstrate that 26-muitthave a robust understanding of word order in
transitive sentences, even in sentences contaimngngmiliar verb. These findings, and ongoing experiments
varying sentence structures, help reveal how childrém avlimited vocabulary use the very beginnings of sitita
knowledge to guide early sentence interpretation.
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The Bayesian Basis for Linguistic Expectations in Language Bcessing
Evelina Fedorenkd, Edward Gibson', Maria Babyonyshev
evelina9@mit.edu
"Massachusetts Institute of Technolot¥ale University

This paper presents results from a self-paced word-by-vemding experiment in Russian that provide
evidence for a Bayesian account of sentence procegsiigrences. Russian has a rich morphological agreement
system. In target structures (1), the first word isrdigple-form of an obligatorily-transitive verb (e.gespect”)
which agrees with the noun it modifies in morphologaade, gender, and number. For a grammatical sentesace, t
nouns are required after the sentence-initial partic{plea noun satisfyinthe subcategorization requiremeoftthe
participle (abstract-case=accusative in (1a) and (1b)adt-case=dative in (1c) and (1d)) must immediatelgvigll
and (b) a noun that the participle-phrase modifies gatgsfthe agreement requiremerdf the participle
(morphological-case=accusative, gender=feminine, numimgyedar in (1a)-(1d)) must follow thereafter. Crucially,
the two nouns must occur in the order described.

We varied two aspects of agreement on the first nownpinological case (+/-MorphCaseAgr) and gender
(+/-GenderAgr). To the best of our knowledge, all curmmodels of sentence processing predict no difference
among the four resulting conditions, because the finsh satisfies the subcategorization requirement (i.stradi-
case) in all conditions, and its agreement propertiealdmot affect processing in any way. We propose alnove
hypothesis, which is based on Bayesian expectationsaytbe preferable to satisfy more specific expectatimer
less specific ones. Bayesian principles explaining the-atcidentalness of events apply in many cognitive
domains, including vision, learning and reasoning (e.gfném, 1998, Tenenbaum, 2000). Itis therefore natural to
apply these ideas to language processing. Applying the Bayiesia, we note that the agreement requirement of the
participle is more narrow (requiring the satisfactiorttoke agreement criteria — morphological case, gendkr an
number) than the subcategorization requirement (requini@gatisfaction of only one criterion — abstracefas\
Bayesian model predicts that a noun consistent with that agreement and the subcategorization constrailhbew
initially preferentially interpreted as satisfying thgreement constraint, despite the resulting ungramméicali
This model therefore predicts facilitation of procegsof the first NP when it satisfies more requiremeitthe
participle. This effect should then reverse on thieiehg NP when it is discovered that the first NP a the head
noun for the participle and reanalysis is required.

The results (2) fit the predictions of the Bayesian psapoln particular, there were two main effectshat t
first noun, with +MorphCaseAgr-conditions processed fastan -MorphCaseAgr-conditions, and +GenderAgr-
conditions processed faster than -GenderAgr-conditithsthermore, there were two main effects on therskco
noun, in the reverse direction, as predicted by thedayeaccount. In conclusion, we have provided eviddrate t
as suggested by e.g., Tabor et al. (2003), the sentenceetmnpion mechanism is not necessarily sensitive to
global grammaticality. However, the evidence support®wel view of how the syntactic constraints intérac
Bayesian constraints (like those proposed by Jurafsky, 198fyanan & Jurafsky, 2001), without a global
constraint on grammaticality.

(Da +MorphCaseAgr/+GenderAgr
Uvazhavshuju skripachku (acc/fem) pianistku raikdirizher...
Respecting violinist (acc/fem) pianist angereddeantor ...
‘The conductor angered the pianist who respecteditiinist...’

b .+MorphCaseAgr/-GenderAgr

Uvazhavshuju skripacha (acc/masc) pianistku rdisshrizher...
Respecting violinist (acc/masc)  pianist angerediootor...
c .-MorphCaseAgr/+GenderAgr
Pozvonivshuju skripachke (dative/fem) pianistkasserdil dirizher...
Calling violinist (dative/fem) pianist angerechdoictor...
d .-MorphCaseAgr/-GenderAgr
Pozvonivshuju skripachu (dative/masc) pianistkasserdil dirizher...
Calling violinist (dative/masc) pianist angerehductor...
2
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Marking discourse contexts: Intitial planning versus localproduction effects in

the production of adjectives
Michelle Gregory*, Daniel Grodner?, Julie Sedivy, Anjula Joshi®
mgregory@buffalo.edu
YUniversity at Buffalo 2Brown University,2University of British Columbia

The production patterns of adjectives have been linkedeio discourse function and processing load in
production. Sedivy (2003) demonstrated that scalar adjeaieegroduced in the presence of two alike objects, but
are rarely produced in the absence of such a contriasteas color adjectives are produced in contrastive amd n
contrastive environments. Gregory et al. (2003) demaestrthat scalar adjectives, which are more semaltical
complex than color modifiers, increase processing loachduarticulation as measured by disfluency rates in
production, whereas the need to mark a contrast did featt afrticulation. However, that study focused on the
moments immediately preceding the utterance of a rdfat@xpression and did not take into account utterance
planning. There is evidence that discourse constrafifietst nitial utterance design, not the fast on-linegasses of
articulation (Bard et al. 2002). This study focuses on vératiarking a contrast has affects in utterance planning
and during articulation.

We analyzed productions from 13 speakers. Objects were yidptan a grid on a computer screen and
speakers had to give instructions to a confederate omgtve objects to the appropriate configuration. Speakers’
utterances were broken into 5 regions: Onset (the betereen viewing the display and the beginning of the
utterance); preamble (“can you please”); verb (“move&erminer (“the”); adjective (“big”); noun (“cup”).

We found speakers took significantly longer (~100 ms) tdaiitspeaking in the presence of a contrast.
These results suggest that marking a contrast affectanttedesign. We also found that the determiner regisn wa
significantly longer in the contrast condition versus ho-contrast. The increase in length was due toaedse in
disfluencies: there were twice as many disfluenciesctwindicate planning problems, in the contrast conulitio
versus the no-contrast condition. While at initialys fact suggests that marking a discourse contrastaigese
planning difficulty during articulation, it was reported iarker studies that adjectives are generally not produced i
the no-contrast condition for scalar adjectives. Thius,increase in planning difficulty in the determinegion
might be a result of adjective planning rather than marki contrast.

To test whether the increase in planning difficultytire determiner region was due to producing an
adjective, we focused on adjectives versus no adjeciiVesre were 33% disfluencies in the determiner region of
utterances containing adjectives, compared to only 12%idse not containing adjectives. We replicate earlier
findings that demonstrate an increased processing loadhvétuse of scalar adjectives compared to other adjecti
types. We found that the verb plus determiner region @ragel before scalars than colors. This differendeatsf
the planning difficulties of scalars adjectives: themrev41% disfluencies prior to scalar adjectives compared to
24% with colors.

In sum, we demonstrate that marking a contrast aftatd#sance planning, but does not have clear affects
during articulation. We also confirm that the use ofacadjectives increases processing load. We aim tyzmna
the eye-tracking results of this study to further ingegt the processes that underlie discourse level effeats
local planning effects.
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Number Attraction Effects - Evidence from German Relatve Clauses
Jana Haussler, Markus Bader, Josef Bayer
jana.haeussler@uni-konstanz.de
University of Konstanz, Germany

So-called attraction errors have provided importanghisiinto the processing of syntactic features during
both production and comprehension. Such agreement erous m constellations where a singular subject is
followed by plural noun. We will call the latter 'disttar’ because it seems to be responsible for theragreaeerror.

The first question we will address concerns the mamalesentation of grammatical number. There are
several morphological differences between German amgtidan First, in German the finite verb is unambiguously
marked for number; secondly some determiners and semasziuline nouns are ambiguous wrt. number, even their
combination (determiner + noun) can be ambiguous deglLehrer'the teacher' is nominative-singular or genitive-
plural). Given this morphological marking we might expettaation effects for singular distractors in German as
well.

The second question concerns the mechanisms underlyintgemattraction errors. It is often assumed that
the number feature of the distractor percolates tdvéael noun. Alternatively, however, the number feat@itbe
verb could be erroneously checked against the "wrong" ttleadlistractor).

Here, we will present evidence from comprehension studiging the method of speeded grammaticality
judgments. Sentences were presented visually in a wowbity fashion with each word appearing at the same
position on a computer monitor (mid-screen). Immediaéibr the last word of a sentence, participants hadige
the grammaticality of the sentence as quickly and agaty as possible.

In Experiment 1 the distractor occurred inside a relatisase (cf. 1a). The subject of this relative clause
was always a first-person pronoun, the verb was unamistjumarked for the first person singular. The relative
clause was attached to the head noun, the subjechaditsx clause. The main verb occured in clause-finatipos

The number of the head noun and the distractor wag aithgular or plural, furthermore ungrammatical
sentences were constructed by changing the number fegfttine last verb, resulting in eight conditions. The
condition 'singular-plural, grammatical' is shown in (1b).

Q) a. Structure: & [bp  head [re distractor .. vV 1 ..V
b. dass der Steuerberater, dessen Assistentinn-egegtiern informiert habe, den Fehler nicht
bemerkt hat.

that the tax-adviser.sg/pl, whose assistent-pl yesterday informed have, the error not cedthas.
‘that the the tax-adviser whose assistents | hidoenied yesterday did not notice the error.'

Results of experiment 1 are shown in Table 1. An attraefffect occurred for both singular and plural head
nouns. For grammatical sentences, the data do notampalear asymmetry. We will show how these findifigs
general assumptions about the mental representatioarofggitical number.

Table 1 Percentage of correct judgments for experimeniafdard error in parentheses)

Status/Number singular - singular  singular - plural plural -gblur| plural - singular
grammatical 93 (1.7) 81 (2.6) 88 (2.1) 76 (2.6)
ungrammatical 95 (1.3) 80 (2.4) 79 (3.1) 75 (3.1)

Previous research has only considered configurationsewtie distractor followed the head noun. In
experiment 2, we investigate the reverse constellatif@distractor is contained in the main clause and éagl
noun is the subject of a relative clause attachedetdigtractor (cf. (2a) and (2b) for the condition 'singipllairal’).
Thus, the distractor does not intervene between theared the head noun but rather precedes the head noun.

(2) a. Structure: & [bp distractor ke head \% 1
b. Das Rennen machte der Kandidat, = dessen Spemstdem Verein mehr Geld angeboten haben.
The race made the candidat.sg whose gpphsthe club more money offered have.pl

"The candidate whose sponsors have offered more notiey club won.'
Table 2 Percentage of correct judgments for experimenadard error in parentheses)

Status/Number singular - singular  plural - singular plural -gblur| singular - plural
grammatical 86 (3.2) 69 (4.2) 85 (3.0) 79 (3.2)
ungrammatical 86 (3.6) 67 (3.4) 89 (3.1) 82 (3.5)

Again, an attraction effect occured for both singulat plural distractors, but significantly larger for plural
distractors. This means that even a preceding distreatocause attraction errors. We will argue thatfthiers a
checking account of attraction errors since in a patiosl account we would not expect downwward feature
percolation across a clausal boundary into the relatagse. Under a checking account, we can assume that the
number feature of the verb is erroneously checked ag#iestelative pronoun which is coindexed with the
distractor. Pied-piped phrases likslessen Sponsomight be especially prone to confuse the parsing mésan
because superficially, the relative pronoun occupiesahe gosition as articles which are often cruciahfamber
marking in German.
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The accessability of referents in RC-attachment
Barbara Hemforth', & Lars Konieczny?
barbar.hemforth@lIpl.univ-aix.flars@cognition.iig.uni-freiburg.de
'L PL, CNRS, Université de Provené€ognitive Science, 11G, University of Freiburg

Across languages it has been shown consistentlyirthlatee-site ambiguities such as (1) attachment to N2
is strongly dispreferred whereas the acceptability 8faNd N1 depends on the particular construction as wefl as
the language investigated.

(1) the sister of the doctor of the teacher who was iRrance

In the literature on RC-attachment, explanationstfiar phenomenon sometimes rely on the assumption that
the three potential attachment sites differ in adoiitg, salience or activation (e.g. Lewis, 2000, Hentfio
Konieczny, & Scheepers, 2000a,b; see Gibson, PearimGteseco-Gonzalez, & Hickock, 1996 for an alternative
approach ). But differences in the salience or actimatf the three sites have never been directly sreonpirically.

In a series of repetition priming experiments we prolmedie three potential referents of the relative
pronoun at different positions in the relative clausewéler, in all experiments we only found recency efféist3
> N2 > N1) not matching the attachment preferencesnkhis we may conclude that salience of the antecedent
does not play a role in RC-attachment. But it may bbs¢hat the priming task does not tap into the right kind
processes.

Therefore we recently applied a different task. Subjeete presented with unambiguous sentences like (2)
on the computer screen. Number marking on the threeaN&®she verb in the RC disambiguated the attachment.
They then had to read them aloud. After that the seatdisappeared from the screen and subjects had toitecall
immediately. Reading aloud as well as recalling were teparded and transcribed.

(2) The sisters of the doctor of the teacher who livie France

The results from the error patterns in this task agalp revealing. Not only did subjects "adjust” N2-
attachments to N1 or N3 attachments reliably momndfhan vice versa. In 7.7 % of all cases at leastod the
three noun phrases was omitted. So we counted howafef the NPs was not recalled. This was relialdyem
often the case for N2 than for N1 or N3, closely nrimg the attachment preferences. Reconstruction ofiNEze
sentences to be recalled appears to be harder tharstremdion of NP1 and NP3. This should be the case iftive
of NP2 is less active than that of NP1 or NP3.
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Information status and pitch accent distribution in spataneous English

dialogues
Kiwako Ito, Shari R. Speer, & Mary E. Beckman
{ito/speer/mbeckman}@ling.ohio-state.edu
Ohio State University

Revealing the relations between pitch accent typedtandhformational status of words requires a both a
refined discourse analysis and phonological transcriptideally of spontaneous speech. While the use of
accentuation to mark ‘newness’ has been studied exténsihe assignment and distribution of different pitch
accent types has been investigated only with carefatipted productions.

We created a cooperative unscripted dialogue task to eficihtaneous repetition of target words in
discourse. Participants gave instructions for decoratimgGhristmas trees, producing 24 target adjective-noun pairs
conveying new/given and contrastive information abonaiments. On each trial, a photograph of an ornanmeht a
its intended location on the tree was shown on a tooim the recording booth. The participant, a ‘directold a
‘decorator’ sitting outside the booth which ornamemtitk and where to place it. Eight color-term adjectived
eight object nouns were combined to make a set of siNplegs for the ornaments of each tree. Withireg, tthe
target adjectives and nouns appeared three times eackene& and/or contrastiveness of the item names was
induced by either consecutive mention of color adjeativebject noun (e.g. blue in the sequebkee ball — blue
hous@ or distant mention, i.e. the word was repeated a#teeral intervening trials. Each target adjectivearm
appeared in a consecutive trio once within the fourstree that each tree had 2 color and 2 object trigs (e.
adjective trio:,green candy - green ball - green hadbject trio:orange house brown house — gray house

Productions from subset of four speakers who used simikroulise segmentation strategies were
transcribed using an adapted version of Grosz and Sidii®8$) intention-based discourse analysis. Each target
word was tagged for its newness or givenness and alsmifidrastiveness at both the discourse (D) level had t
discourse segment (DS) level. Utterances containimggtavords were ToBI-transcribed (Beckman & Ayers, 1994).
The analyses show that contrastiveness was a goodtoreafiaccent type (L+H*). Although the words marked as
newat the DS level were not necessarily accented nreguéntly than the words marked remvat D-level, the
givenwords at the DS-level were apparently deaccented megadntly than thgivenwords at the D-level. Thus,
the discourse segment level of structure may play a mertant role in constraining thteeaccentuationf given
words than in licensing accentuation on new words.alaord position (adjective or noun) interacted withhbot
contrastiveness and discourse segmentation in the assigof accent.
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Quantifiers in Discourse: An ERP study
Edith Kaan®, Frank Wijnen?
kaan@ufl.edu
YUniversity of Florida?Utrecht University

Quantifiers, such athree some andeveryhave a restrictor, i.e., a domain that is quantifieer.oThe
restrictor set of a bare (noun-less) quantifier isrofimbiguous. For instance, ‘four’ in (1) can eitheerréd a subset
of the eight ships just mentioned (‘of the’-reading), fotiver ships (‘other’- reading), or four different eiest(e.g.
four people non-anaphoric reading).

Q) Eight ships were docked in the harbor. Four

Data from previous studies using behavioral techniquesn(kKa&Vijnen 2001) suggest that an ‘of the’
reading is preferred. In the present study we investigaleh this preference occurs during processing, and how a
violation of this preference is reflected in ERPs.thig aim, we used items of the form illustrated in {@)which
the bare quantifier in the second sentence eithemipatible with the preferred ‘of the’ reading (2a, Q1>Q@R)s
not (2b, Q1<Q2).

(2) a. Eight ships were docked in the harbor. Fmad sailed out that morning.

b. Two ships were docked in the harbor. Hoad sailed out that morning.

Twenty participants silently read 36 items in each ef¢bnditions (2a) and (2b) while their EEGs were
recorded. Relative to the (2a) condition, ERPs to thdertimed quantifier in the Q1<Q2 condition (2b) showed a
reduced P200 component, followed by an N400 between 300 and 600me&ffétt cannot be due to plausibility
difference between the conditions, since the ERPglfarsible versus less plausible items (as rated byfdmef
questionnaire) did not show any difference. Furthermbie ERP effects cannot be due to the numeric distance o
other properties of the number words used: A number cosguatask using the same participants, pairs of number
words and presentation parameters did not show any diffeteetween the Q1<Q2 and Q1>Q2 conditions.

These results suggest that the sentence processor ineheltiaks for the restrictor of a bare quantifier. If
the preferred ‘of the’ reading is not possible, a newalisse referent needs to be set up. Further reseaidbewil
carried out to determine to what extent the N40O elicitre heflects the violation of the expectancy for afrthie’
continuation, or the effort involved in setting up a radiscourse referent in response to this violationalynthe
fact that the same number words elicit different ERBygonents depending on the task (reading vs. number
comparison) suggests that the mechanisms dealing witherunfbrmation are specific to particular task domains.
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MEG responses in the comprehension of Japanese sentesic
Hirohisa Kiguchi', Edson T. Miyamotd
miyamoto@alum.mit.edu
'Human Information System Laboratories, KITU. Tsukuba/NAIST

Recent studies indicate that the N400 response to sealfntamomalous sentences observed in
electroencephalography (EEG) is detectable at sentarttar magnetoencephalography (MEG). We report an MEG
study using Japanese sentences, which replicates N400dpganees in MEG (sentence (1a)). The critical region is
the embedded verb, therefore sentence-end confoundssuchmup effects are avoided. Furthermore, we detected
a P600-like response in (1d), providing supporting evidence doclgim that wh-phrases in Japanese, as is the case
for fronted wh-phrases in English, generate the expentétir a specific type of constituent at the earlEstsible
point in the sentence (Miyamoto & Takahashi, 2002).

The magnetic activity was measured in a magneticaliglddd room with a 160-channel whole-head
magnetometer (Kanazawa Institute of Technology, Jajizath were sampled at 500Hz, with acquisition between
0.03 and 100Hz. Data from five subjects analysed thus fidegiethe following patterns. (All analyses were
conducted at the fourth region including the embedded verlissoamplementizer. See the regiontalics in (1).)

First, we replicated the MEG brain response to semantbmalous words (Halgren et al., 2002; Helenius et
al., 1998). For four subjects, an N400-like effect was deateptmking around 370 ms after the onset of the
embedded verb in (1a), which is not compatible withitliteal segment of the sentence (‘Mary drank a bodket
café’) in comparison to the control (1b) (‘Mary drardter at the café’). For the fifth subject, a simil@asponse was
found around 420 ms. Equivalent current dipoles (ECD) arounpehle which were calculated and superimposed
for each subjects' MRIs, were located in or neatdfiesuperior temporal cortex.

Second, larger activity (as measured by the root mgaars, RMS, over 49 channels from the left temporal
area) was detected peaking around 620 ms after the ondat efrtbedded verb in (1d) in comparison to (1c)
(F1(1,4)=10.39, P<0.05) and (1b) (F1(1,4)=7.26, P<0.06). This supportddelahresults indicating that readers
have diffculty at that point when processing (1d) becawsah-phrase “what’ creates the expectation for a questi
particle (e.g.ka) and this expectation is contradicted by the declarativgplementizeto “that’ (leading to ayping
mismatch effecMiyamoto and Takahashi, 2002). In (1b), there is no wiags therefore there is no expectation for
a question particle; in (1c), the requirementKaiis satisfied at the embedded complementizer positiois. rEsult
is compatible with earlier EEG findings according to eththe P600 is not just an ungrammaticality marker, but
rather an indicator of difficulty in attaching an indog constituent to the grammatical representation ef th
sentence fragment read so far (Kaan et al., 2000).

Examples

(1) a. Masao-ga  hon-o kissatemdeda-to Jiro-ga omotta-no? (semantically anomalous
Masao-Nom book-Acc café-at drank-that Bloma thought-Q
"Did Jiro think that Masao drank a book at the café?’
b. Masao-ga  mizu-o kissatemdada-to Jiro-ga omotta-no?
Masao-Nom water-Acc café-at drank-that-Blom thought-Q
"Did Jiro think that Masao drank water at the café?’
c. Masao-ga nani-o  kissaten-denda-ka Jiro-ga  Kkiita.

Masao-Nom what-Acc café-at drank-QP Blopa asked
“Jiro asked what Masao drank at the café.’
d. Masao-ga nhani-o kissatemdada-to Jiro-ga omotta-no? (typing mismatclectjf

Masao-Nom what-Acc café-at drank-that Jown thought-Q
"What Jiro think Masao drank at the café?’
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When Stored Knowledge Competes with Scene Informatiom Sentence

Comprehension
Pia Knoeferle' & Matthew W. Crocker?!
knoeferle@coli.uni-sb.de
'Saarland University

The present research aims to determine the relatipertance of depicted event information versus stored
linguistic and world knowledge during on-line spoken sentermrepoehension. Experimental evidence from
sentence comprehension testifies to the rapid influeh@mth types of information. People's prior linguistitd
world knowledge has immediate effects on the compreheméionambiguous sentences (Kamide et al., 2003). On
the other hand, non-stereotypical agent-action-pagiegrit structures that have to be extracted from depicteaks
also influence rapid construction of mental role-repreg@ns in disambiguation of initially ambiguous German
and English sentences (Knoeferle et al., 2003). Everindithatively interactive frameworks, such as Jackendof
(2002), there are reasons to expect a priority of stomddc{fonal, stereotypical & world) knowledge in online
thematic role-assignment. In contrast to a Jackemaoffiamework, the importance of the visual environnient
shaping our cognitive architecture is emphasized by @sé@athe tradition of Clark (1992) (e.g., Tanenhaus et al.
1995).

To investigate priority of stored versus scene knowletlye,present study monitored eye-movements in
scenes while people were listening to related OVS (EANT-VERB-AGENT) sentences. An image showed two
agent-action-patient events, e.g., wizard-spying-on-gliot detective-giving-food-to-pilot. Crucially, one agent o
each image was a plausible competitor for the depictett eetion performed by the other agent (e.g., the detect
was a plausible competitor for the depicted wizard-spyiegvBy manipulating the verb people heard, we created
four conditions, crossing the factors "competitor/noipetitor" with "depicted"/"plausible”. For the competitor
conditions (1) the verb "bespitzeln" (‘'spy-on") allovtet entities as likely agents: the wizard, being depieted
performing a spying-action (1a), and the detective, a gleusompetitor for a spying-action (1b). For the no-
competitor conditions (2), the verb permitted either pialed or a plausible agent only: "verkdstigen" (‘give-food-
to') determined the detective (2a) as depicted agent;dweezn” (‘jinx') identified the wizard as plausible agent.
(2b) Materials were constructed so as to avoid potdniiaks of specific plausible or depicted relations.idhpaints
were instructed to listen to the sentences, inspednthges, and to try and understand sentences and stieees.
was no other task. We expected effects in the eye-nmvisnshortly after people had heard the verb. Following
Jackendoff (2002), we would expect more anticipatory look$i¢optausible agent (detective) over the depicted
agent (wizard) for the competitor conditions (1). Coseby, an approach suggesting greater reliance on infamati
extracted from the immediate scene, would predict the depositern of looks.

For the competitor conditions (1), we found more lookh&odepicted agent (the wizard) (ps < 0.001). For
sentences (2) (no competitor), we observed clear digaatipn using either depicted information or plausibility (
< 0.01): For (2-a), significantly more fixations wentthe likely depicted agent (detective-giving-food) than ® th
wizard, and vice versa for (2-b). A three-way inteact(Part/ltems x Competitor(yes/no) x Target Agent
(depicted/plausible) confirmed that the difference betwibencompetitor conditions (1), and conditions (2) was
significant (ps < 0.05). Our results show within a singlesthat people use both stored knowledge and information
that has to be extracted from depicted scenes effactivethe face of competition, however, they suggesttgre
priority of depicted information.

Examples
(1a) Den Piloten bespitzelt gleich der Zauberer

"The pilot (PAT.) spies-on soon theard.' (depicted AGENT)
(1b) Den Piloten bespitzelt gleich der Ridte

"The pilot (PAT.) spies-on soon theedéve."  (plausible AGENT)
(2a) Den Piloten verkostigt gleich der Réte

"The pilot (PAT.) gives-food-to soon theeatitve' (depicted AGENT)
(2b) Den Piloten verzaubert gleich der 2Zaeib

‘The pilot (PAT.) jinxes soon the wizard.' dpstible AGENT)
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The Role of Verbs in Korean-English Translation
Elisa N. Lawler, Zenzi M. Griffin, & Dae Kim
gtg769j@mail.gatech.edu
Georgia Institute of Technology

How much message-level information do speakers prefeate before starting to utter a sentence? The
present study tested the importance of actions and widas translating from written sentences to spoken. dles
used English and Korean because of their structural diffese Korean is a verb final language, where the pregedi
noun phrases are relatively flexible in their orderglishm has a dominant and somewhat rigid subject-verlzobje
structure. Among other variations in stimulus sentenaesyaried the number of content words and phrases
occurring before versus after verbs in written Engksintences. Translators’ eye movements were recooded t
indicate how much of each sentence they read befoakisgeand where they looked while speaking. Written
sentences are static and available for translataresview before and during translation. Based on previggesarch
(see Rayner, 1998), we assume that translators hadtmdixar near words to recognize them. We also asthahe
translators had to recognize words before they coutsiate them. The more translators read before speakiag,
more message-level information we infer that they énaailable for production processes.

In Ferreira’s (2000) TAG model of sentence production, réd weust be selected before a noun can be
assigned as a subject. Although the model does not dimatlsess translation, it holds that verbs always have
priority in generating sentence structure. The subjeet sfntence should not be produced before a verb has been
translated. So, translation onsets should increade tiwé number of words preceding verbs in English source
sentences. When translating from verb-final Kor@aBriglish, translators should wait until they have maéntire
clause before they begin their translation (or thahinskip ahead to the verb).

The results did not support the predictions of the TAG m@medeveral other plausible a priori hypotheses).
Translation onsets did not significantly differ for Eisgl source sentences where the verb occurred eagly 8.
versus late in the sentence (2). However, the probaluf translators fixating a verb before speaking was
significantly higher when it occurred early in a sexnterin contrast, the probability of fixating on a setmoun
before speaking was significantly lower in the sentendeere it followed the verb. On average, translatad two
and half content words, regardless of grammatical clef®re they began speaking. This suggests that verb
selection is not mandatory for sentence constru¢tidsegin.

Further analysis of the time course for eye movementthe written words relative to their translations
indicate that speakers fixate on a written word aboutsawend before they produce its translation regardless of
source language. Translators’ eye movements to wordsgdtnanslation are very similar to speakers’ gazes to
objects during picture description tasks (Griffin & Bock, 200@wever, it is easier to relate eye movements to
preparing non-nouns in the translation task than in gatascription. Therefore, monitoring eye movements durin
written sentence translation may provide another usedlifor addressing some questions in sentence production.

Examples

Q) The children studied in the kitchen.
(2) The man on the sofa was sleeping.
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Prosody and Attachment in Brazilian Portuguese
Marcus Maia*, Maria do Carmo Lourenco-Gome$, Jodo Morae$
MMaia@gc.cuny.edu
'Federal University of Rio de Janeiro/CUN¥ederal University of Rio de Janeiro

The Implicit Prosody Hypothesis — IPH (Fodor, 1998, 2002) prethetisprosody is mentally projected by
readers onto written word strings and can affect syiotaambiguity resolution. The present study provides
independent evidence of Brazilian Portuguese (BP) progadterns in oral production and shows that these
patterns can predict attachment preferences in thengao$isentences in silent reading. We investigate veneth
constituent length affects the overt prosody and therpnétation in silent reading of two structures in BP
relative clauses (RC), which may attach to a higa low noun, as in (1); and prepositional phrases (RHghvean
either attach high to the verb or low to the NPina@). In the oral production studies, attachment faaed high
or low by number agreement in the RC sentences angréyious context in the PP sentences. In each sdly,
short (up to 5 syllables, only one stress) and 42 long (I€lbles) RC/PPs with forced low and high attachments
were read aloud by 7 speakers and subjected to acoustisemd®esults indicated a significant longer duration of
the stressed syllable of the noun immediately preceti@dphg RC/PPs than preceding the short RC/PPs, signalin
a greater probability of a prosodic break between tbahrand the long RC/PPs than for their short countexpart
This is compatible with other evidence that the distiibn of prosodic breaks is influenced by length as agby
syntactic structure (Selkirk, 2000).

In order to assess whether pre-RC/PP breaks favoratigbhment in silent reading (cf. Lovric, 2003 for
RCs in Croatian), four speeded compatibility judgment erpants were implemented. In experiments 1 and 2, 24
subjects read ambiguous short or long RC/PP completensest and judged whether a follow-up sentence
corresponding to high or low attachment, as in (a) &)d was an adequate statement about the previous senten
Experiments 3 and 4 used the same technique, except thatcesnteere presented to another 24 subjects in 4
noncumulative segments, as shown by slash marks im@L}2). For the long RCs, which are most comparable to
those tested by Myamoto (1999), an overall high attachmesference (76%) was observed, in conformity with
Maia & Maia (2001) and Myamoto & Finger (2002), though coningstvith Myamoto (1999). As predicted by the
IPH, there were significant interactions between FClength and acceptance rates for high and low attathme
Segmentation also had a significant effect. For long B@ PPs, it shifted acceptance toward low attachrent.
short RCs and PPs, it shifted acceptance toward higbhattent (for PPs, nonsignificant trend only), reduchreg t
effect of attachee length. In contrast with Gilboys&pena (1996), who proposed that “in small segmentatioa the
is no cue for prosodic boundaries”, our data suggests tladit sEgmentation provides an excegsues for prosodic
boundaries: results are exactly as predicted if readatsevery segment boundary as signaling a prosodic boundary.
Thus, the IPH offers an elegant explanation of thirigs.

Examples

1. Um homem reconheceu /o cimplice /do ladréo /que fugiu (dépaissalto ao banco).
“A man recognized/ the accomplice/ of the thief/ whpn away (after the bank robbery)”
(a) O cumplice fugiu. (b) O ladréo fugiu.

“The accomplice ran away.” “The thief raway.”
2. O funcionario /localizou /o passageiro /com o cel(darcapa dura).
“The clerk/ located /the passenger /with the (hardrdmeadl phone”
(a) O funcionario tinha um celular (b) O passageirieaiom celular.

“The clerk had a cell phone.” “The passenget & cell phone.”
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Filler-gap dependencies vs. lexical-thematic associations

in typical and atypical language development
Theodore Marinis, Heather K.J. van der Lely
t.marinis@ucl.ac.uk
Centre for Developmental Language Disorders and Coghigoscience
University College London

A considerable controversy surrounds whether sentémealsing movement are processed through filler-
gap dependencies (Swinney, et al., 1988) or through lexicatiagens between the moved constituent and its
subcategoriser (Pickering & Barry, 1991). This paper contrébtd this debate in two ways: First we investigate o
line processing of wh-questions in typically developing X Ebildren (aged 5-18 years) to provide a developmental
perspective, about which we know little. Second, we s@gmmatically)-SLI children, who are characterisg@b
domain-specific deficit affecting grammatical but not ¢akiprocesses in order to shed light on how they process
wh-questions in real time.

G-SLI children are characterised by a relatively pur@ngnatical impairment across a broad range of
morphosyntactic phenomena in comprehension, expressidnjualgement of sentences. The Representational
Deficit for Dependent Relations (RDDR) hypothesis piegian account for the syntactic deficit in G-SLI dtgh
according to which the operation "Move" is optional@rSLI grammar (van der Lely, 1998). Initial tests of this
hypothesis in the production and judgement of wh-questiorealed tense and gap-filling errors (van der Lely &
Battell, 2003; van der Lely, Jones & Marinis, 2003). Thifidated that G-SLI children might sometimes merge the
wh-word at Spec,CP, rather than compute a movementtmperand predicts that G-SLI children will show reduced
or no reactivation of the filler at the gap when tpegcess wh-questions in real time. Instead, they may &
priming effect at the subcategorising verb, as lexicalrhtic processes may not be affected. We tested this
proposal, by investigating the processing of wh-questiogemtences, as in (1), using a cross-modal picture-ggimin
paradigm (McKee, et al., 1993).

Q) Balloo gives a long carrot to the rabbit.
Who did Balloo give [1] the long [2] carrot to [3] at the farm?

17 G-SLI subjects (10;2-17;2), 14 age-matched-controls (CA) lares tgroups of 38 language-ability-
controls (LA1:5;9-7, LA2:7;2-8;2, LA3:8;3-9;6) listened to stormmsisting of 60 experimental and 200 filler
sentences, during which they saw a picture of the asgatdgin example (1x rabbif) or an unrelated picture
matched for length and frequency in one of three positianthe offset of the subcategorising verb [1], atgap [3]
or at a control position [2]. Children had to make aimacy decision by pressing one of two buttons and adtetsv
they had to answer to the question, giving us a meastine children's comprehension.

In the animacy task, G-SLI children were as accurateéhair age-matched controls. They performed
significantly better than the LA1 group matched for gramearad the LA2 group matched for vocabulary, and the
difference between G-SLI and LA3 was approaching sigmifiea This shows that despite their grammatical
impairment, G-SLI children's performance in a task iving semantic (animacy) properties is in the norraalge.

All groups scored 84% or higher in the comprehension tagkGSLI children were significantly worse than CAs
and LA3s, but did not differ significantly from the LA1 ahd2 controls. Thus, their comprehension is similar to
that of younger children matched for their grammar cabalary. As far as antecedent reactivation is corcerG-
SLI children showed a qualitatively different patternnfrall groups of TD children. All groups of TD children
showed some degree of priming of the antecedent at thtsoposf the trace. LA1 and LA2 children not only
showed some degree of priming at the trace, but alb® atetb, indicating that they process questions throutfh bo
syntactical and lexical-thematic dependencies. In ceqtchildren with G-SLI showed reactivation of theemedent

at the position of the verb, but not at the tracesTindicates that instead of establishing a syntatgmendency
between the filler and the gap, they process wh-quedtiwnagh a lexical-thematic dependency between the verb
and its arguments. This concurs with previous findings foffdine experiments in the production and judging of
wh-questions and supports the RDDR hypothesis, accordiwgith children with G-SLI at times merge the wh-
word directly at the specifier of the CP.
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Children’s use of prosody in the comprehension of syactically ambiguous
sentences.
Reiko Mazuka' & Miki Uetsuki
mazuka@duke.edu
'Duke University2University of Tokyo

How children use prosodic cues in the comprehensionnthstjcally ambiguous sentences has been the
focus of much research in recent years. Snedeker &Walig(2001) and Choi & Mazuka (2003) both reported that
young children appear to have difficulty utilizing prosodicscirecomprehending syntactically ambiguous sentences
(see Snedeker & Yuan, 2003, for a different finding).

This paper reports the results of a study of four- to ea-yold children’s use of prosody in the
comprehension of syntactically ambiguous sentenceapankse. Using a picture selection task, we presented two
types of syntactically ambiguous sentences which catishenbiguated by prosody.

The first type are complex sentences with embedded velatauses (CS) as shown in (1). When the
prosodic phrase boundary is placed after the first NRr(/fiie example below), the first and the second veeb ar
interpreted as coordinate VPs modifying the accusativdena object NP. We call this thigstant interpretation
since the first VP (putting on boots) is associatedh witnon-adjacent NP. In contrast, when there isoaoplic
boundary after the first verb, (/2/ in the example bl first NP is interpreted as the subject of that frerb only.

We will call this thelocal interpretation, since the first VP is associated locally with gneceding NP. The second
type are noun phrases with multiple pronominal modifidiB8)(as shown in (2). When the prosodic boundary is
placed after the first phrase (yellow) (/1/), it isergreted to modify the last phrase (yellow flowedjstant
interpretation). Alternatively, when there is a prosodic boundangrathe second phrase (/2/), the first PP is
interpreted as modifying the second phrase (yellow Hogal(interpretation).

When there are no prosodic cues, Japanese adults peefdistant interpretation for the CS construction,
while they prefer the local interpretation for the Ni@difier construction. When these sentences wersepted
auditorily either with local or distant prosody, Japarehalts were able to choose pictures that are approforate
the prosody in an off-line norming task. The prosodignioiaries in both of the constructions were IP boundaries
The acoustic properties of the boundaries for the twstcoctions were made to be as similar as possible.

The results of the picture selection task, howeverwstdifferent results. Both Japanese children and
adults were able to use prosodic cues to disambiguateddiealnd distant interpretations of the CS sentenths.
use of prosody to interpret NP modifiers by Japanesdrehiland adults, however, was quite different from that of
CS condition. Both adults and children consistentlgrimteted the first phrase to locally modify the seconds
(as ‘yellow box’) irrespective of the prosody. Theutessuggest that children as young as fimhave the ability
to use prosody to resolve syntactic ambiguity. Howetés, not the case that they always rely on prosodas to
choose an interpretation when presented with an ambiguossruction. The fact that children and adults faibed
utilize the prosodic cues in the same construction lempga@t for a hypothesis that assumes that the underlying
mechanism for sentence comprehension for childrethareame as adults.

Example sentences

(1) Onnanoko-wa /1/ nagagutsu-o haite/2/ suwatteiru otokonoko-o miteimasu.
Girl-TOP  boots-ACC wearing  sitting doboy-ACC  looking at
a. Distant interpretation (boundary /1/)
“The girl is looking at a boy who has put on boots angitthng down.”
b. Local interpretation (boundary /2/)
“The girl puts on boots, and is looking at a boy whatting down.”

(2) Kiiro-no /1/ hako-no /2/ yoko-no hana.
Yellow  box next to flower.
a. Distant interpretation (boundary /1/) “The yelldawfer next to the box.”
b. Local interpretation (boundary /2/) “The flower nexthe yellow box.”
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The Effects of Pragmatic Context, Syntactic Context, antlVorking Memory

Capacity on the Resolution of Lexical Ambiguity
Aaron M. Meyer & Jonathan W. King
ammb54a@mizzou.edu
University of Missouri-Columbia

It has been suggested that the resolution of lexical @ntpiis time dependent, occurring within 200 ms
after initial processing (Seidenberg, Tanenhaus, LeirkaBienkowski, 1982). Other findings indicate that high-
span readers are able to maintain multiple meanings aimabiguous word over time when disambiguating
information is not initially available (Miyake, Jus, Carpenter, 1994). Furthermore, within the context @&
question that is devoid of biasing information (e"@/hich bank did the woman se€?’Meyer and Peterson (2000)
found that ambiguity resolution occurred following the pssagg of the verb, suggesting that ambiguity resolution
occurs following the syntactic/thematic integrationtlof ambiguous word. However, Meyer and Peterson utilized
the cross-modal priming methodology (Swinney, 1979), whias awt allow for continuous sampling of meaning
activation. The current study attempted to provide a wantis measure of meaning activation by utilizing eye
tracking and the passive-listening visual world paradigm g€qd 974). In addition, the effects of working memory
capacity and biasing pragmatic contxt were also examined.

In Experiment 1, during critical trials, participants Irste to Wh question stimuli containing an ambiguous
word (e.g.,“Which diamond did the man likeP” Each question was followed by a disambiguating replieser
(e.g., “The one with the rubies."or “The one with the bleachers.” While listening to the speech stimuli,
participants viewed an array that contained one domiredated image (e.g., a ring), one subordinate-relategema
(e.g., a baseball), and two unrelated images. Thirtpsigent of the trials were critical, and the remajninals
were fillers (ambiguous words were not systematicalgsented, and all of the images were unrelated). Three
predictions were made: 1) The pattern of fixations woulticate initial activation of both meanings, which wbul
be maintained until after the verb occurred. 2) Follgwime verb, the ambiguous word would be integrated with the
syntactic context and the dominant meaning would be tediddominant-related targets would be fixated at a
greater rate than subordinate-related targets). 3) Iflisembiguating reply were consistent with the subordinate
meaning, then the initial interpretation would be regtigsubordinate-related targets would now be fixated at a
greater rate than dominant-related targets).

The results of Experiment 1 are presented in Figure 1. Dthimguestion, fixation probabilities for related
pictures remained equivalent to the baseline probabiifixating unrelated pictures, failing to support prediction 1.
The probability of fixating dominant-related pictures lmeagreater than baseline at approximately 3000 ms,
coinciding with the offset of the verb, and thus suppgrfinediction 2. The fixation probability for subordinate-
related pictures became greater than baseline at apptekirB&00 ms, but remained lower than the probability of
fixating dominant-related pictures. The probability of fing dominant-related pictures remained high if this
interpretation was supported by the reply (offset at 4700 Ifnd)e subordinate interpretation was supported, then
the probability of fixating subordinate-related picturesréased, becoming greater than the probability of figati
dominant-related pictures at about 6100 ms (supporting pred&tion

Given the lengthy lag between the offset of the subatdibiasing context and preferential fixation of
subordinate-related images, in Experiment 2 we explored wwhjldy that earlier biasing pragmatic information
could lead to earlier selection of the subordinate nmgpfuising stimuli such &8Vhich diamond was very valuable?
The one with the rubies.dr “Which diamond was very overgrown? The one with the bleacheis’ predicted,
contextually-consistent subordinate-related pictures warferentially fixated earlier than in Experiment 1. When
analyzed separately for high- and low-span participaassilts were consistent with the hypothesis that hpgim-s
readers are more likely to use inhibition and/or sElagbrocesses to initially select the dominant meguaind to
eventually select the contextually-consistent mean@mnier, Wagner, & Friederici, 2003).

Experiment 3 examined the impact of competition amongegtl&trgets. The stimuli from Experiment 1
were used, with the following exception: one related tapgture was presented along with three unrelated images.
The pattern of results was similar to Experiment 1. Hewethe results also indicate that both consistedt a
inconsistent related targets are typically fixated gitester rate when a related competitor is not present.

Dominant ws. Subordinate Resolution

9.5

Probzbility
[
«

L L L L i
2] 2000 4000 5000 s000 12000

Time post warning heep (msecd

Figure 1. Probability of fixating a related image, by pragmatic context.
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Structural vs. Semantic Focusing: Distributional Evidencdrom Referential

Forms in Adverbial Clauses
Eleni Miltsakaki
elenimi@linc.cis.upenn.edu
University of Pennsylvania

Approaches to anaphoric interpretation differ in the they model anaphoric interpretation. Across fields,
however, a consensus has been reached that anapherprétation may be affected by a number of factorthis
paper, we focus on two such factors: structural (Gros#, ét995) and semantic focusing (Stevenson et al, 2000).
Structural focusing predicts that in example (1), the prom®an-specified with the subject of the preceding clause.
Semantic focusing predicts that the pronoun in (2) ipeaiied with the entity expressing the patient role bsea
verb focusing makes more salient the entity associatthd the endpoint of the event. Both accounts run into
problems, as send in examples (2), (3), and also (4) takenSuri et al (1999).

We formulate the hypothesis that syntactic structummesof the factors affecting the strength of strudtura
versus semantic focusing effects. Specifically, wentldiat the syntactic locality defined by the mairuskaand its
dependent (tensed) subordinate clauses defines the tefatosemantic focusing. Once this locality is crasse
semantic focusing loses its force to structural focudsttare we report two experiments (in English and Modern
Greek), in which we compare and contrast the interfioetaof a pronoun in an adverbial clause with the
interpretation of a pronoun in a main clause. For thegliEh case a sentence completion task was designed
examining two conditions shown below. In the first dition, a main clause containing two same gender referen
and an action verb was followed by a period and anotiaén clause containing a sentence adverb and an ambiguous
pronoun. In the second condition, a main clause waswetl by a subordinate conjunction and an ambiguous
pronoun. A total of five subordinate conjunctions and fidverbials were used, picked from a variety of semanti
classes (when, although, because, so that, while s tiowever, as a result, moreover, period). A similar
experiment was conducted in Greek.

Figure 1

Reference in Main and Subordinate Clauses in English

Examples w I
(1) Johninvited Bill; for dinner. He...
(2) Johncriticized Bill because he
(3) Johncriticized Bill,. Then, he..
(4) a. Dodge-i was robbed by an ex-convict-j
b. The ex-convict-j tied him-i up
c. because he-i wasn't cooperating.
d. Then, he-j took the money and ran.

=

Percentage of reference to 1st mention
=

Main-Main Main-Subordinate

Condition A: The boxer kicked the referee. As a result, he...
Condition B: The boxer kicked the referee because he...

For reasons of space, we show here only the redulte dnglish experiment. Figure 1 shows that in the
main-main condition the pronoun tends to be interpretg¢ti@subject of the preceding main clause whereas ho suc
tendency is shown in Condition B (main effect of tgbelause, F(1, 19) =79.33, p<0.00). Closer inspection of the
results per connective (not shown here) reveal éstirg focusing effects due to the meaning of the coivesct
especially the subordinate conjunctions. We got siméaults for Greek, which we take as preliminary indarati
that syntactic structure might be used for manipulatingsiog domains across languages. The results of these
experiments raise interesting questions about the fabttesmining the strength of various focusing mechanésmns
well as the specific role of subordination in focusimgl aeference processing cross-linguistically. We aresatisr
testing this pattern in discourses in which the subatdigonjunction is implicit.
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Verb Event Structure Effects in On-line Sentence Qoprehension
Erin L. O'Bryan *, Raffaella Folli?, Heidi Harley, & Thomas G. Bever
obryan@u.arizona.edu
YUniversity of ArizonaUniversity of Cambridge

In this paper, we present experimental evidence that strrtture information, specifically inherent verb
telicity, is used immediately in the comprehension toficgurally ambiguous sentences. An eventive verb is
inherently telic if its meaning requires the notioranfendpoint; otherwise, the verb is atelic. On-tiggction times
(RTs) and errors showed that in sentences like (laugtr (1d), less comprehension difficulty occurs when the
embedded verb is telitripped or noticed than when it is atelicapplaudedor escorted.

(1) a.The actress applauded by the writer left in a hufoptionally transitive, atelic)
b. The actress tripped by the writer left in a hurfgptionally transitive, telic)
c. The actress escorted by the writer left in a huopligatorily transitive, atelic)
d. The actress noticed by the writer left in a huiigbligatorily transitive, telic)

This result was obtained in three different experimepéabhdigms: the word maze (Freedman & Forster,
1985), speaker change monitoring (Townsend & Bever, 1991), dipased reading. The experiments fully
crossed two independent variables, telicity/ateliaitgt abligatory versus optional transitivity, in ordete¢ase apart
the effects of these two types of verb information.

Figure 1 shows the maze experiment results. In the wambnthe participant is presented with the first
word of a sentence followed by a pair of words, onlg ofwhich can grammatically continue the sententee
participant is asked to choose which of the two wordeg$oa grammatical continuation. Following a corréatice,
the participant is presented with further series of vais, and the task is to choose a grammatical contbmuat
word at each step. The RTs reflect the time requiredtégrate each word into the sentence as it is parsad.
dependent variable in the current experiment was the reédetative effect (RRE), calculated as the RT at each
position for the ambiguous sentence, such as those,imiidis the RT for the corresponding unambiguous version,
which includeghat wasbefore the embedded verb.

The results in Figure 1 show that telicity significandigcreased the RRE on the earliest disambiguation
region, the prepositioby. On this region, obligatory transitivity has the ogipmeffect. Obligatory transitivity leads
to a decrease in the RRE later in the sentenceuasl foy MacDonald (1994) and others. The results show that
telicity and obligatory transitivity both immediateaffect the severity of the garden path independenthach e
other.

Additionally, we report the results of a computerized sthdy provides evidence that naive native speaker
judgments of verb phrases in sentence frames providéjacdtiee means of categorizing verb phrases as telic o
atelic. Examples of the frames inclutdi¢ook an hour to, in an hour and_for an hour The participants were 24
English-speaking students in an undergraduate introductory ltroguisurse.

The research strongly suggests that verb event struictiorenation is used at least as early as purely
syntactic information in processing. Sentence proegssnodels that can incorporate verb event structure
information are supported.
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From event cognition to language production
Anna Papafragou, Christine Massey and Lila Gleitman
anna4@linc.cis.upenn.edu
University of Pennsylvania

Models of language production assume that language-specifiaderoa the formulation of messages have
become automatic in adult speakers and shape the prepafadinoodable messages even before the activation of
specific lexical items (Levelt, 1989). Similarly, in langeaacquisition, the mobilization of linguistic resouries
preparation for speech is assumed to be affected by kahgsvief what is normally encoded in the local language
(Choi & Bowerman, 1991). In both cases, however, datisabout what to encode linguistically and what to leave
unexpressed are crucially mediated by non-linguistic (pragjrfatitors. How such considerations operate given the
expressive resources made available by typologicallyndistinguages has not been systematically addressed so fa

Here we compare experimentally verbal descriptions dfamgroduced by adult and 8-year-old speakers
of English and Greek. These languages differ in termewfthipes of motion information (e.g. manner, direction
are conflated within the clause (Talmy, 1985). In Englisith kinds of information are typically encoded: manner
appears in the verb and direction in PPs. In Greek, eraimformation has low prominence: the verb usually
encodes the direction of motion, while manner infdiamamay be omitted altogether:

Q) The man ran down the stairs. English
(2) O andras katevike tis skales (trexontas). Greek
‘the man descended the stairs (running)’

Our goal was to determine how these language-specificictesis on lexicalization/clause structure
interface with a (probably universal) pragmatic coristran event encoding, the omission of inferable rimfation
(a factor known to affect event descriptions; BrowrD&ll, 1987; Lockridge & Brennan, 2002). In some of our
scenes, manner of motion was inferable, even ifempticitly mentioned, through properties of the subjec/an
predicate (e.g. a man was WALKING down the stairs)thrers, it was not (e.g. a man was RUNNING down the
stairs). We expected the inferable/opaque distinctiorate lan effect for production only in those languagestwhic
do not typically encode manner of motion (e.g. Greek)tbuie inert in languages that routinely encode it (e.g.
English). Our results confirmed this prediction. Greek lspeawere overall more likely to exclude manner of
motion information from their descriptions than Enlglspeakers (40.6% vs. 21.4%, p<.0001). Nevertheless, both
Greek children and adults were more likely to include mammescenes with non-inferable vs. transparent manne
(p<.0001); no such adjustment occurred in the speech of Ersgiéstkers, where manner was already preferentially
encoded.

In another experiment, a new group of Greek speakers Wad &s describe our scenes to hearers who
lacked visual access to them. Despite lack of visual esgoice, mention of manner information did not in@eas
overall (p=.68), but the inferability/opaqueness asymmpeéngisted. Taken together, these findings suggest that
general pragmatic requirements (e.g. the omission afablie information) interface in different ways witxical-
structural properties of individual languages during the forrnmmadf codable messages. They also suggest that
children are sensitive to such interface constraintsvent encoding.
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The effect of visual properties on the organization of aartificial lexicon
Kathleen A. Pirog, Michael K. Tanenhaus, and Richard N. Agh
kpirog@bcs.rochester.edu
University of Rochester

Controversial neuroimaging evidence suggests that perceptuahotor characteristics of semantic
categories, in addition to phonological relatedness, affegt the organization of lexical representattonSome
difficulty in examining the semantic organization of thricon arises from the massive entanglement of séma
lexical, and perceptual dimensions in natural language sfimAti artificial lexicon permits greater control over
many of these characteristics, including frequency, plegital neighborhood, and perceptual experience. Previous
studies with artificial lexicons using the visual world gdigm find standard lexical access patterns (e.g. cohort,
frequency effects, ett) We extended this approach to examine how correlateepiaet features (motion vs.
surface appearance, spatial properties) influence lexigahization.

Subjects learned a 16-word artificial lexicon. Eight lakitems referred to novel shapes and eight to
modifiers of those objects (four motions and four ltextures). Subjects heard a two-word phrase whileivipw
a scene containing 4 objects and 4 modifier icons. rThsk was to move a mouse to click on the appropriate
modifier icon and apply its perceptual property with a ctwkhe appropriate object. Feedback provided during
training resulted in accurate modifier and object salec{> 85% correct). Icons with motion and non-motion
properties were grouped in separate screen regions (see).figlihe eight modifier words were trisyllabic and
shared their initial two syllables with another woctgating four cohort pairs. Two cohorts fell witl@irmodifier
category (W1- motion A, W2 — motion B) and two were lestmcategory (W1- motion X, W2 — color Y). One
member of each cohort pair was a target 5x more dfi@m the other member, although both were equally licely
appear as distracters for other targets. A target'srtolas never onscreen during training. The eight olbyectls
were bisyllabic, equibiased, and highly dissimilar toottller words. After training, a final testing phasadieed all
icons and objects presented as targets with equal frequanggt modifier cohorts present on 50% of trials, amd n
feedback. In addition to mouse click responses, eyegazmum@isored with a head-mounted eye tracker.

Post-experiment debriefing revealed subjects were unagfattee categorical grouping of the modifier
icons. However, subjects implicitly learned the spgii@perties inherent in the display organization. When
target’s cohort was a member of the same categorg, wag more rapidly restricted to the region of the dyspla
containing the correct modifier icon than when thieartbbelonged to the opposite category. High frequencytgarge
elicited more rapid gaze shifts than low frequency tar@zith effects were evident even when the cohortrvaasn
the display, indicating that both phonological and spaBateptual features of newly learned lexical representatio
influence lexical access. Because perceptual charaicieio$ categories are an integral and accessibleopaine
lexical representation, lexical activation effects nb@yseen in cortical areas that mediate processispedfific
perceptual properties, (e.g., MT/MST for motion), an hlypsts we are exploring in neuroimaging studies.
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Syntactic and Semantic Prominence in Pronoun Resolution
Ralph L. Rosé
rose@ling.northwestern.edu
'"Northwestern University

Subjects are preferred antecedents for pronominal nefel®lathews and Chodorow, 1988). Many models
of discourse coherence (e.g., Centering Theory: Grost.,e1995) account for this by assuming a hierarchy of
syntactic prominence for antecedents as in (1). Therymot of this hierarchy has been validated in numerous
studies (e.g., Hudson-D'Zmura and Tanenhaus, 1997). Howeremdny verbs in English, syntactic role is
conflated with semantic role: That is, syntacti@3HCTS are often semantic AGENTS, and so on. Sauid be
that what appears to be the result of the prominensgntéctic SUBJECTS is actually the result of the pnamce
of semantic AGENTS with respect to a hierarchy ofi@etic roles as in (2). This paper presents the resiuiim
sentence-completion experiments which compare the irdhuef syntactic prominence and semantic prominence on
the salience of antecedents for subsequent pronomieedmee.

Entities realized in syntactic positions higher on #yatactic hierarchy in (1) are more syntactically
prominent: they appear higher in the syntactic tree appkar to be more salient as antecedents (Mathews and
Chodorow, 1988; Hudson-D'’Zmura and Tanenhaus, 1997). Entitidize@ with higher roles on the semantic
hierarchy in (2) are more semantically prominentytimerit more proto-AGENT entailments (Dowty, 1991) and
are typically mapped onto higher syntactic positionsseBaon these assumptions, two studies examined whether
either syntactic prominence or semantic prominengmssibly some combination of the two factors bedtgriains
participants’ pronoun resolution preferences.

The first experiment compartsughconstructions to noteughconstructions as in (3)-(4). In (3), syntactic
and semantic prominence converge and the utterance gheutdore have a single salient entity, nandsiin
However, in (4), syntactic and semantic prominencerges@nto separate entities: as a surface SUBJEG@T, is
the syntactically most prominent entity, but it isdesemantically prominent than the embedded AGENIN
Hence, this condition allows observation of thetre¢einfluence of syntactic and semantic prominerloea forced-
choice sentence-completion task, for (3), participamt82) preferred a continuation beginning with a pronoun that
was coreferent with the SUBJECT over a continuabieginning with a pronoun that was coreferent with the
OBJECT 75% of the time (significant by both subjectsl @ems). However, for (4), participants showed no
preference for either continuation (49% to 51%, n.s.dbly bubjects and items) suggesting that both syntadtic an
semantic prominence play a role in determining discozaBence.

The second experiment was designed to examine the lovtasfplae syntactic and semantic hierarchies by
using constructions which allow alternation of theiternal argumentssprayload verbs as in (5)-(6). As in
Experiment 1, there is a convergence and divergence taitsinand semantic prominence for these arguments. In
(5), the semantic THEMEpaint is both syntactically and semantically prominent ibu¢6), wall is syntactically
more prominent whilpaintis semantically more prominent. Results of theessrg-completion task were similar to
Experiment 1: After (5), participants (n=24) preferred atioomtion in which a sentence-initial pronoitnvas
coreferent withpaint 70% of the time (significant by both subjects and ijemslowever, after (6), neither
continuation was preferred (48% to 51%, n.s. by both sisbje items).

The experimental evidence suggests that both syntactiseanantic prominence contribute to the discourse
salience of entities: neither factor alone deteediparticipants’ preferences in the split conditions (wtactic
and semantic prominence diverge). Furthermore, thetsesuthe Experiment 2 validate the lower part of the
syntactic hierarchy (which has long been assumed twarr rexplicitly verified experimentally). | will also digss
parallel on-line results consistent with the aboweiite and describe how semantic prominence might beefiesut
and integrated into a model of discourse salience.

Examples

(1) SUBJECT > OBJECT > OBLIQUE
2 AGENT > THEME > OTHERS
3) Johncould hardly beat MattHey; ...
(4) Mat§ was tough for Johrto beat @ Hey; ...
(5) John sprayed some paion a wall Itj; ...
(6) John sprayed a wallith some paint Ity ...
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An activation-based model of agreement errors

in production and comprehension
Sarah Schimke, Lars Konieczny, & Barbara Hemforth 2
{sarah, lars}@cognition.uni-freiburg.de
YUniversity of Freiburg?University of Aix-en-Provence, CNRS

We will present an activation-based model of verb-pradncthat captures a wide variety of known
evidence on agreement errors. The model is build atop-RCI0’s architecture, which provides us with
mechanisms for. declarative chunk activation and dechy,cost-dependent rule selection, aiid task-specific
modelling. Whether a plural or a singular verb is producedmitpen the accessibility of Subject’s plural marking.
The activation of plural-marking chunks decays, so thatigtht not be found when its retrieval is attemptedhat t
verb, resulting in a general singular error (Hemfortti Konieczny, 2003). This effect is then modulated by tagk an
construction specific variations. The model will comevariants for different experimental paradigms, which a
nevertheless based on the same core for verb-production

The first model variant presented here performs theptmion task for written production as used in
Hemforth and Konieczny (2003) and is hence a combinecersemtprocessing and production model. In the
experiments, participants had to add number marked auxiliar@sler to complete the sentences. The model first
reads two NPs, embedded in a variety of constructiomstleen produces the auxiliary. Modifier attraction eriors
subject-modifier constructions, as found in (1), (cf. BB& Miller, 1991; Vigliocco & Nicol, 1998) are due to
encoding errors during plural marking (“feature percolationtjere the plural feature of the modifier-NP sometimes
gets wrongly assigned to the Subject-NP. This effeciuis to the necessity of reactivating the Subject-NP for
modifier attachment and is therefore restricted to frevelNPs.

The model is embedded in comprehension model that perforonemental interpretation and verb-
anticipation (Konieczny and Déring, 2003). For that reasfter reading a verb-argument, all previous arguments
are reactivated to find the best matching interpratatio the given set of arguments. Consequently, in S-O-V
constructions (2), the plural feature of the subject-Nghirbe reactivated, and more likely so when the ofdjitis
marked for plural as well, by virtue of spreading activafiimm the current goal (i.e. by virtue of being withire
focus of attention). The singular error for plural sutgjés hence predicted to be reduced for plural objectshwiki
in fact what Hemforth and Konieczny (2003) found. Undeeetpnessure though, the object plural-marking may be
left under-specified for its root so that Object-atti@t errors may occur at the verb (Hartsuiker et24lQ1). In all
constructions, cognitive load results in less attentia source activation, being devoted to relevant kfun
increasing the likelihood of errors in general (Fakakgy & Lemaire, 1994).

We are planning to extend the model to other types ké {@s pure production tasks) to be able to account
for task-specific differences. We will argue that marfiytie cross-linguistic evidence on agreement errors in
production is due to an interaction of the task demandkeokpecific paradigm used (basically whether or not
intermediate recall and time pressure were involvedFafol , Largy & Lemaire, 1994) and properties of the
(language specific) constructions (basically their lesgth

Examples
Subject-modifier-verb

Q) Die Farbe/Farben auf (der Leinwand/den Leinwanden) rocken.
The color/colors on the canvas/canvasses dry.

Subject-object-verb
(2) Ich habe gehotrt, dass (der Mann/die Manner) die HauwdR besucht
I have heard that the man/men the woman/women disite

References

Bock, K., & Miller, C.A. (1991). Broken agreemefognitive Psychology23, 45-93.

Fayol, M., Largy, P. und Lemaire, P. (1994). Cognitive @aat and Orthographic Errors : When Cognitive
Overload Enhances Subject-Verb-Agreement errors. A StuBgench Written Languag&he quarterly
Journal of Experimental Psychologd7A (2), 437-464.

Hartsuiker, R., Anton-Mendéz, 1., & van Zee, M. (2001)je0battraction in subject-verb agreement construction
Journal of Memory and Languagé5, 546-572.

Hemforth, B., & Konieczny, L. (2003). Proximity in agreem errorsProceedings of the 5Annual Conference of
the Cognitive Science Sociefjugust 2003, Boston, MA.

Konieczny, L., & Doring, P. (2003). Anticipation of cladfseal heads. Evidence from eye-tracking and SRNSs. .In: P
P. Slezak (ed.)Proceedings of the™International Conference on Cognitive Scienbgy 13-17, 2003,
University of New South Wales, Sydney, Australia. 330-335.

Vigliocco, G., & Nicol, J. (1998). Separating hierarchiaghtions and word order in language production: Is
proximity concord syntactic or linearCognition68,B13-B29.



106 CUNY 2004 Friday, March 26: Poster Session Il

Morpho-syntactic information contributes to short-term memory for sentences
Judith Schweppe, Ralf Rummer
j.schweppe@mx.uni-saarland.de

Saarland University

In several studies it has been shown that short-tegall of a sentence proceeds as a regeneration of its
meaning (via propositional and lexico-semantic repretsent by means of regular speech production (e.g., Potter
& Lombardi, 1990). This regeneration process is aided by gdbgical information, if available (e.g., Martin,
Shelton, & Yaffee, 1994; Rummer & Engelkamp, 2001). In contiakias not been demonstrated so far whether
morpho-syntactic information contributes as well. Ugio there is some evidence aganst a direct contribution o
syntax (Lombardi & Potter, 1992), these studies do not utlaminfluence of syntactic information in generad(e
Rummer, Engelkamp, & Konieczny, 2003). In particular, thigldidor morpho-syntactic properties of the to-be-
recalled words. One such morpho-syntactic property is mpatinal gender of nouns. Several studies have
demonstrated an influence of grammatical gender on spechsses (see Schriefers & Jescheniak, 1999, for an
overview). In German, grammatical gender allows fotimtigiishing between lexico-semantic and lexico-syntactic
features, as there is no clear correspondence bethe@onceptual and the grammatical gender of a noun.

To investigate the possible contribution of morpho-agtit information to short-term sentence recall, an
experiment based on Potter and Lombardi’'s (1990) intrusicedjzan was conducted. In this type of experiment
subjects are presented with an unrelated list of fivelsvavhich contains eitherlare noun or acontrol noun. The
lure noun is semantically related téaaget noun within the subsequently presented and to-be-recaigdnce and,
in addition, fits the sentence context better thantaéinget noun. Sentences and word lists are presentedpith
serial visual presentatio(RSVP). Presenting the lure noun in the word list Iéadistrusions of this noun when the
sentence has to be recalled.

In the present experiment, we additionally varied gendegreency between lure and target word, that is,
for each target noun one lure noun identical and oneidifféen grammatical gender were chosen. Congruent and
incongruent lure words were matched with respect to gwpeability, frequency, word length, and semantic
relatedness to the target noun. Each trial includedredtltengruent lure, an incongruent lure or a control ward.
higher degree of gender-congruent lure intrusions as comfmairgdusions of gender-incongruent lure words would
support the assumption that morpho-syntactic informatmmtributes to short-term sentence recall as wdie T
German example illustrates the experimental procedure ardrtitarget relations (English translation in bragket

Our results are in line with the hypothesized influesfa@orpho-syntactic information on short-term recall
of sentences. To investigate whether this gender imfliés due to the abstract lexical property “gender” @nto
influence of the determiner, further experiments havetoonducted.

Example

Word list with gendercongruentiure: Maus Restauraipmeut]/Hoheit Tlr Baustelle Anfang
(mouse restauraiiheut])/highness door site beginning)

Word list with gendeincongruentlure: Maus Kneipgfem]/Hoheit Tir Baustelle Anfang
(mouse puljfem]/highness door site beginning)

Sentence presentation: Die Kollegen hatten ihn mehréafgefordert, sie abends in das
[neut] Caféam Stadtrand zu begleiten.
(The colleagues had often asked him to accompany thetmeto
[neut] caféon the outskirts in the evening.)
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The Non-linear Interaction of Constraints in Pronoun Resolution
Stavroula-Thaleia Kousta
stk22@cam.ac.uk
University of Cambridge

Arnold (1998) suggested that anaphora resolution be viewedyas af ambiguity resolution, much like
lexical and syntactic ambiguity resolution. She proposemael for anaphora resolution based on the probabilistic
constraints approach to language representation and pngcéstacDonald, Pearlmutter, and Seidenberg, 1994;
Trueswell and Tanenhaus, 1994). A crucial prediction derivenh fthis proposal is that interactions among
constraints are non-linear: information that mateamstrain interpretations when considered in isoatiecomes
very constraining when considered in conjunction withep information. This prediction was tested in two
experiments which investigated the interaction betvggatactic parallelism, implicit causality, and globaldigrse
focusing for the resolution of weak object pronounsi¢sijitin Greek. The experiments were conducted in Greek
because, due to the particular facts about the lineatiggosif weak object pronouns (unlike English, where dbjec
pronouns canonically follow the verb, in Greek wealedbpronouns precede it), it was possible to investitpgste
effects of the three factors independently from otkhenfounding factors, such as verb-semantics in the
clause/sentence containing the pronoun.

In both experiments participants provided oral continuatitsm fragments consisting of a subject NP
followed by a clitic case-marked accusative (direct atbjer genitive (indirect object)—(2). The clitic coul@ b
interpreted as co-referential with one of two NPs ugeithe previous sentence as arguments of implicit caysali
verbs, such as ‘annoy’ (subject-biasing verb) and ‘h@ibject-biasing verb)—(1). Accusative clitics had a
syntactically parallel potential antecedent, while geaiclitics did not. In Experiment 1, the fragment and th
sentence containing the implicit causality verb weexg@ded by a neutral context sentence, while in Experithent
where global discourse focusing was manipulated, the cdnitesdd towards one of the potential antecedentsdor th
clitic.

Experiment 1 demonstrated that when implicit verb caysalitd syntactic parallelism biases did not
converge, implicit verb causality had no effect on eedent preferences and syntactic parallelism had a feak e
However, when both implicit verb causality and paratel pointed to the same antecedent, selection of that
antecedent became almost obligatory.

In Experiment 2 discourse focusing was shown to overrid&vidual effects of parallelism and implicit
causality. When, however, both the causal bias of¢hle and syntactic parallelism supported the same assignm
global discourse focusing effects were neutralised.

These two experiments, in demonstrating the non-linature of interactions between constraints, support
the potential of constraint-based approaches to providefi@d account of processing architecture from the édxic
to the discourse level.

Examples

Q) @) Gianis eknevrize/misuse to Giorgo.
The-masc-nom  Gianis-nom annoyed/hated the-masc-adiorgo-acc.
John annoyed/hated George.
I Maria ton.../ tu...
The-fem-nom  Maria-nom clitic-masc-acc.../ clitic-eaagen...

Mary clitic-masc-acc.../clitic-masc-gen...
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An eye-tracking study of stressed pronoun resolution
Nicholas B. Turk-Browne & Ron Smyth
nick.turk.browne@utoronto.ca
University of Toronto

Venditti, Stone, Nanda, and Tepper (2002) investigated streasd unstressed subject pronoun
interpretation in an eye-tracking experiment, claimirag their results contradict the predictions of Smy{h%94)
pronoun resolution model. That model incorporates béghtare match condition (pronouns and antecedents should
match in grammatical role, among other things) andhatitaent parallelism requirement (the exact structubetbf
clauses must be identical; see Chambers & Smyth, 1998\rIpaper we first argue that Venditti et al. (2002) have
misunderstood the Smyth model and show that their remmdtsompatible with it. We then present two eyekirar
experiments that provide further support for the Smyth model

In Venditti et al. (2002) participants looked at still piceiof animals in various situations while listening to
sentences containing a subject pronoun. Sentenced)ikeet the grammatical role parallelism requirement btt n
the constituent parallelism requirement: the first @awas SVO followed by an instrument PP, and the second
clause was SVO with a subject pronoun and no instrurfenthis type of sentence, participants looked mainly at
the subject antecedent for unstressed pronouns, and abjdoe antecedent for stressed pronouns. Venditti. et al
(2002) claim that Smyth’s account cannot explain the steffiect observed in these conditions. However, Smyth
(1994) would predict that a subject pronoun in a structuratlyperallel sentence is resolved before the adjunct, or
lack there of, is encountered downstream, and is thwvedsin the same manner as a subject pronoun in a
structurally parallel sentence. Only the resolution@f-subject pronouns (not discussed by Venditti et al., 2682),
in (2), is affected by structural non-parallelism, sitieese pronouns occur in sentence final position, amthtk of
adjunct becomes obvious when the end of the senteneadsed, as indicated by punctuation or prosody.

In our Experiment 1 participants watched an animationhichivone shape bumped another, and then heard
a sentence like (3). The task was to look as quickly asipesat the antecedent. The shape that was looked at
determined how the animation continued. For examples)inf(participants looked at the square, the square would
bump the circle. In structurally parallel sentences withtressed pronouns, participants looked at the gramnhatical
parallel antecedent, whether subject or object, an stiessed pronouns, the reference switched in bo#is.dasr
structurally non-parallel sentences (i.e. those witladjunct in only one clause), responses to subject pnengere
identical to the parallel condition, replicating Vendétial. (2002). Importantly, object pronouns, whethessee or
unstressed, were not reliably resolved in the sameawdy the parallel condition, in line with Smyth’sgdictions.
However, one possible criticism of this experimenthiat the response measure (looks to antecedent) did not
accurately reflect on-line pronoun resolution.

Experiment 2 (in progress) eliminated this possible cordfoiliine animation was time-locked to auditory
presentation, and eye-movement data were recorded. aBkenb longer required a volitional eye-movement
response as in Experiment 1; instead, at the end ofnilheation, participants indicated whether what they saw
matched their interpretation of the sentence theyhesdd. We predict that both stressed and unstressed object
pronouns will be more ambiguous in structurally non-pdraémtences than in parallel ones, as seen in eye-
movements (on-line), as well as reaction times aatthing judgments (off-line).

Examples

(1) The lion hit the alligator with a long wooden ratteen he hit the duck.
(2) The lion hit the alligator with a long wooden ralad then the duck hit him.
(3) The square bumped the triangle and then it bumpedrthe ci
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Allocation of Memory Resources during the Incremental ad Computational
Processing of Complex Sentence — A Case Study of theoPessing of Chinese

Sentences with Relative Clause
ChinLung Yang®, Peter C. Gordorf, & Charles, A. Perfetti
cyang@pitt.edu
'LRDC, University of PittsburgHfUniversity of North Carolina at Chapel Hill.

The current study investigates the nature of the altwtatf memory resources in computing the syntactic
and semantic information over the timecourse of theremental processing of sentence comprehension by
examining the relative ease of the processing of oebjdcacted and subject-extracted RCs in Chinese.
Psycholinguistics studies have demonstrated that objaeteted RCs (OR) are harder to comprehend than subject-
extracted RCs (SR) in languages with post-nominal he#éidtifRCs such as English (Gibson, 1998; Gordon,
Hendrick, & Johnson, 2001). In contrast, Chinese has prigrab head-final RC that its linguistic index of RC (“DE
as “that” in English) appears only later within the R@icture, and thus the interpretation of the RC cagabidy
ambiguated with the interpretation of the matrix clawssteown below.

English

la. SR: [[The lawyer(i) that [e(i) attacked the poi&n]] stole the ballots].
1b. OR: [[The lawyer(i) that [the politician attacke(i)]] stole the ballots].

Chinese (shown only with the English translation for edt Chinese word; “DE”: RC marker):

2a. SR: [[[e(i) Attack(ed) the politician] DE the lasv{i)] stole the ballots.]
2b. OR: [[[The politician attack(ed) e(i)] DE the kgaw(i)] stole the ballots.]

The crucial contrast is that while in English the pssing of matrix and embedded materials is temporally
distinguished; in Chinese the processing of embedded matefi®RC is confounded with the interpretation of
matrix clause. To illustrate, in the Chinese OR (2bg, politician attack(edjNV) is naturally interpreted as the
matrix subject and verb before encountering the refatiyviDE. This is especially true when the RC is undigh h
structural constraints (when modifying the matrix objashere the initial linguistic materials preceding the
embedded RC commit a matrix-clause parsing as shown below.

Object-modifying

Chinese-SR: Nm Vm [(e) Vr Nr DE Nmijrc
Chinese-OR: Nm Vm [Nr Vr (e) DE Nmjrc

Therefore, such filler-gap difference in Chinese RC ieduhe interaction of integration cost and structural-
building cost during the incremental processing of senteao®rehension that can be exploited to delineate the
nature of source allocation in memory during the reaétinterpretation of syntactic and semantic infororativer
the course of sentence comprehension

A series of self-paced reading-time experiment was condlugtain which we used different types of RC
(subject-/object-extracted) when the RC was under diffediegrees of structural constraints (the RCs modifidu bot
subject and object of the matrix clause) and when ths R@cessing induced different degrees of cost (definite
NP/indexical pronoun). The results indicate that: Fih&,object-subject processing differences appearedrotiigi
later part of the sentence and it is modulated maintiidyncremental nature of sentence processing tisaglieater
when the RC is more deeply embedded within the senltestitiecture (when modifying matrix object). Second,
having an indexical pronoun as the embedded NP of RC redaogatehension difficulty and eliminated the RC-
Type processing differences. This indicates that ciyciale additional processing resources released by gavin
indexical pronoun in RC can be allocated immediatelinéoprocessing of subsequent linguistic materials, and thus
confers processing advantage in managing garden-path@aféedbaving a descriptive NP in RC. The implication
of the results is discussed in light of the evaluatiothef relative merit and generality of contrasting themin
terms of object-subject processing differences (Gib$888; King & Just, 1991; Lewis, 1996; MacWhinney & Pleh,
1988). They also shed lights on our understanding of howtlernental and computational properties of sentence
processor dynamically allocates the processing resourdetegrating different kind of information into theental
model.
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Use Of Grammatical Constraints In The Processing Of Backards Anaphora
Nina Kazanina, Ellen Lau, Moti Lieberman, Colin Phillips, & Masaya Yoshida
ninaka@wam.umd.edu
University of Maryland, College Park

Much recent work on the processing of syntactic depeneeisaiggests that the parser actively attempts to
complete a dependency as soon as possible, often gatbicesses of structure building and interpretation in motio
even before encountering the lexical information ighals the completion (e.g. the “filled-gap’ effect, @r&
Fodor, 1985). One question that such research has raishdtlser these active strategies apply across-the-board
whether they are sensitive to general syntactictcainss. Several studies of wh-dependencies suggest tiing ac
gap creation is sensitive to island constraints (St@8@6; Traxler & Pickering, 1996; McElree & Griffith, 1998). In
this study we extend evidence for active processing tdferatit kind of dependency, backwards anaphora, and
show that these processes exhibit a similar sengitivisyntactic constraints.

Van Gompel & Liversedge (2003) provide evidence that the parses an active strategy to process
backwards anaphora with sentences like (1):

Q) When he was fed up, the boy/girl visited home vetgnof

They show a 'gender mismatch effect’, such that thjectuds the main clause is read more slowly when its
gender prevents interpretation as the antecedent gfrtm®oun, suggesting that the parser expects the anaphoric
dependency to be completed in the subject position. Our sttdnds this paradigm to investigate whether this
expectation is also present in positions from whickefeosence would be ungrammatical. Principle C of the Bigdi
Theory (Chomsky, 1981) states that a pronoun cannot c-aaahnits antecedent. This constraint captures the
impossibility of coreference in sentences like (2XhE active-coreference process is sensitive tacpianC, such
sentences should not elicit the gender mismatch effect.

(2) *He was fed up when the hoyisited home.

58 subjects performed a self-paced reading task that indepnaeanipulated the grammatical
accessibility of the second subject NP (accessible;, iBaccessible, 3cd) and the gender congruity of thendeco
subject NP (gender match, 3ac; gender mismatch, 3bd)xpgdlienental sentences also contained a third subject NP,
in order to ensure that all pronouns could ultimatelydso@ated with a sentence-internal antecedent. Wesa
significant interaction of gender mismatch and gramrahticcessibility {1,57)=3.87, p < .05 due to a slowdown
effect at the mismatching name in the grammaticatigessible conditions (3ab) that was not present in the
grammatically inaccessible conditions (3cd), F < 1.

(3a) Because last semester wisiewas taking classes full-time Kathrywas working two jobs to pay the bhills,
Russell never got to see her.

(3b) Because last semester whsihewas taking classes full-time Russeks working two jobs to pay the hills,
Erica promised to work part-time in the future.

(3¢) Because last semessbewas taking classes full-time while Kathryas working two jobs to pay the hills,
Erica felt guilty.

(3d) Because last semessbewas taking classes full-time while Russells working two jobs to pay the hills,
Erica felt guilty.

In order to exclude the possibility that the gender mishmatffect at the second subject NP might simply
reflect the need to establish a new discourse refegeiifth condition was included, which had a name afitist
subject, rather than a pronoun (3e). No slowdown wasrebd at the second NP in this condition, relativetheo
accessible gender match condition (3a), Fs < 1.

(3e) Because last semester while Erica was takingedldish-time Russell was working two jobs to pay the
bills, she promised to work part-time in the future.

Based on these results we conclude that the ‘activetsesrategy evidenced by the gender mismatch effect
in (3a-b) is also sensitive to the syntactic coriistsaon binding/coreference described by Principle CHafst &
Brill, 1980).

In contrast to the relatively straightforward findingiesented here, studies examining the other binding
principles (Principles A and B) in cases of forwardspdroaa have reported mixed evidence concerning the extent to
which processing is sensitive to the syntactic camsts (e.g., Nicol & Swinney, 1989; Gordon & Hendrick, 1997;
Badecker & Straub, 2002; Runner et al., 2002; Sturt, 2003). We stiggesiue to the fundamental differences in
the time course of processing forwards vs. backwards anapine two cases may need to be considered separately
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Knowing what a novel word is not:

Efficient processing of prenominal adjectives by young cliren
Kirsten Thorpe & Anne Fernald
thorpe@psych.stanford.edu
Stanford University

Incremental speech processing leads to problems of muaetey as the listener must choose between
alternative possible structures and meanings from motaenoment. On hearingusie fixed her back porcéat the
word back a listener might prematurely conclude that Susie hadl harehiropractor rather than a carpenter.
Although adults can most often use lexical informatioddtermine that a word is a prenominal adjective anénot
noun, the indeterminacy problem is more prevalent lididen because they constantly encounter words entirel
unfamiliar to them. What happens when infants heaowelnprenominal adjective following the determiriee?
Since in most cases the word followitige will turn out to be a noun, the novel adjective couldviistaken for a
potential object name, and such misinterpretation cowdcupli efficient processing of the familiar target word
following the prenominal adjective When encounterinipeel adjective, do 24-month-olds mistake it for a noun
and then have to revise their interpretation? Casgglio information in the speech stream help childrehaatults
resolve this kind of ambiguity on-line? In two studies iwvestigated children's on-line responses to targatsno
preceded by familiar and novel adjectives, while iniedtbtudy we looked at a parallel case for adult processing.

Expt.1 asked whether 24-month-olds (n=64) were disrupted in fidatibn of target nouns preceded by
adjectives. Children were tested in a looking-whileshighg procedure in which they saw pairs of pictures while
hearing sentences naming one of the pictures. Theimeyements were video-recorded and analyzed frame-by-
frame to determine speed and accuracy of participantshipoesponses as sentences unfolded. There were three
conditions within subjects: No-adjectivé/liere's the bunny?kamiliar-adjective \Where's the nice bunny3nd
Unfamiliar-adjective \Where's the lace bunnyBetween subjects we manipulated whether adjectivesavesmted
or deaccented. Although prenominal adjectives were paligrdonfusable with nouns, we found that children were
equally efficient in identifying target nouns whetherrmmt they were preceded by an adjective, as long as the
adjective was deaccented. However, accurate respondiaggét nouns declined when prenominal adjectives were
accented, especially when they were unfamiliar.

For baseline comparison and to address alternate exiplasdExpt.2 explored the full cost of interpreting a
prenominal word as a noun to processing efficiency. 2dtimolds (n=27) heard stimuli as in Expt.1, except that
prenominal adjectives were replaced with familiar no(Wwhere's the duck apple?Jhe prenominal nouns were
matched to the adjectives used in Expt.1 in acoustic featanel none of them was pictured. In this case chiklren'
responding was significantly disrupted indicating that mésprietation of even a short prenominal word can be
problematic for efficient on-line comprehension.

Expt.3 tested adults' (n=24) ability to use only prosodiacmédion to disambiguate homophones acting as
either prenominal adjectives or final nouihé boy had a coldys. The boy had a cold nose For this study we
employed a gating procedure in which the target homophosresgated at perceptual markers within the word. At
each gate adults predicted how the sentence would contmemdy and thus whether the homophone was
functioning as an adjective or a noun. Adults demonstratgressive accuracy in using prosody to identify
ambiguous homophones as either nouns or adjectiveslpagdne onset of the vowel, and sometimes evdieear

Together these three studies support the hypothesisdinag yanguage learners like adults can efficiently
"listen through" deaccented prenominal adjectives todawisinterpretation with the use of prosodic cues. When
prosody indicates that a prenominal word is not thd fivad of an utterance and that another focused word is
potentially still upcoming in the speech stream, evey yaung listeners demonstrate no disruption in theieffiy
of their comprehension. However, as prosodic and legigss in combination bias a listener increasinghatals a
noun interpretation, misinterpreting a prenominal word asun can be disruptive to processing subsequent words
in the speech stream.
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Suprasegmental Cues to Meaning in Child-Directed Speech
Erin McMahon Leddon, Jeffrey Lidz, Janet Pierrehumbert
e-mcmahon@northwestern.edu
Northwestern University

Several studies have shown that preschool-aged childndike adults, systematically reject the inverse
scope interpretation of scopally ambiguous sentence¢ll)ka favor of the surface scope interpretation (Mumsmli
Crain and Thornton 2000, Lidz and Musolino 2002).

(1) Every bunny didn’t jump over the fence.
() None of the bunnies jumped over the fendé.>( ; surface scope)
(i) Some of the bunnies jumped over the fence, soah@tdi(-~ > [ ; inverse scope)

Given that researchers since Jackendoff (1972) mentitistiact suprasegmental or prosodic/intonational
pattern for each scopal interpretation, one possibleagagtibn for this result is that children have notlgarned
how to interpret the suprasegmental cues to scope usellilhy. a(See Thornton and Wexler, 1999, for a review of
studies suggesting that use of similar cues begins at age6h dihe current study of child-directed speech
undermines this line of reasoning. We found that pardigtsot provide any cues to scope (as judged by adult
listeners) when reading to children. They did, in catfrprovide strong prosodic cues in a baseline condifion o
pronoun disambiguation. These results thus contributegtowing literature on the role of particular features of
child-directed speech in language acquisition.

We conducted two studies examining the use of suprasegmaagincambiguous sentences. In the first,
parents were recorded reading stories to their childiarth story included two ambiguous sentences disambiguated
by context: one scopally ambiguous sentence, and oneamiltiguous pronoun reference, as in (2):

(2) Eddie rammed Mark into a haystack, and therah@med hinright out of the yard

While the default interpretation of (2) assigns Eddiehasreferent of “he” and Mark as the referent of
“him,” speakers can reverse preferred the referent iogldsy placing a pitch accent on “he” and/or “him”
(Akmajian and Jackendoff 1970, Smyth 1994, Kameyama 1999). We tecethat if there is a suprasegmental
correlate of scope, then parents should also make en®st distinction between interpretations in thepsco
condition. As expected, for the pronoun sentences, 64%renisaproduced a pitch accent on “he” and/or “him”
when intending the reverse order, while 0% produced a aichnt when intending the default order. However, for
the scope condition, no discernable pattern was olikerve

In the second study, participants listened to ambiguousrseas excised from the recorded stories, and
chose which of two possible meanings the speaker indenéfer the pronoun sentences, there was a significant
effect of intended interpretation (t = 12.43, P < .0001): @aetnts judged sentences produced in the default context
to have the default interpretation 89% of the time, bdg¢d sentences produced in the reverse ordering context to
have the default interpretation only 44% of the timaurtlkermore, sentences actually produced with at least one
accented pronoun were correctly judged to have the reveeseling 81% of the time. In contrast, there was no
effect of intended interpretation for scopally ambiguargences: participants judged them as having inverse scope
59% of the time, independent of the context of utterance.

These experiments demonstrate that while parents usesegprental cues to disambiguate sentences with
ambiguous pronoun reference in child-directed speech, theytddisambiguate scopally ambiguous sentences.
Thus, children’s failure to compute inverse scope mustbaatue to their inattention to suprasegmental cues to
meaning.

References

Akmajian, Adrian and Ray Jackendoff. 1970. “Coreferenyialitd Stress,Linguistic Inquiry 1 124-26.

Jackendoff, Ray. 197&emantic Interpretation in Generative Gramm@ambridge, MA: MIT Press.

Kameyama, Miguemi. 1999. “Stressed and unstressed pronounpigbuentary preferences,” in P. Bosch & R.
van der Sandt (Eds.), Focus: Linguistic, Cognitive, and fiioational Perspectives, pp. 306-321.
Cambridge University Press.

Lidz, Jeffrey and Julien Musolino. 2002. “Children’s Commah@uantification,”Cognition 84 113-54.

Musolino, Julien, Stephen Crain, and Rosalind Thorr2000. “Navigating Negative Quantificational Space,”
Linguistics 38 1-32.

Smyth, Ron. 1994, “Grammatical determinants of ambiguaarsgoin resolution,”Journal of Psycholinguistic
Research 23197-229.

Thornton, Rosalind and Kenneth Wexler. 1989inciple B, VP Ellipsis and Interpretation in Child Grammar
Cambridge, MA: MIT Press.



CUNY 2004 Saturday, March 27: Paper Presentations 115

The On-Line Processing of Contrastive Stress in PronouReferent Resolution
Jennifer Balogh & David Swinney
jennifer_balogh@yahoo.com
University of California, San Diego

Two on-line experiments addressed the questiowhan prosodic cues are processed during pronoun
referent resolution. Three-sentence auditory discowvees used such as the following (relevant criticaldsare
bolded):

“Excited by their costumes for the Halloween play, safithe third graders started rough-housing back stage.
An alien pinched aracrobat just behind the curtain and a ghost pinchednear the backdrop. Soon the whole
audience heard the giggling back stage.”

For each of the 48 experimental discourses, two versibtiee second sentence were recorded: one with a
canonical pitch accent contour, and another with estitre stress over the pronoun. Acoustic analysihef
materials validated that the accented pronouns wereiglipich than the unaccented ones.

An off-line experiment validated the effect of conthastress over the pronoun. When no accent appeared
on the pronoun, participants chose the second potegfigaént with parallel grammatical function 85% of timeeti—

a finding reported in previous studies, e.g., Chambers &I8@998). With contrastive stress, participants selecte
the first NP 80% of the time.

For the on-line experiments, Cross-Modal Lexical Prgnimas used to assess the activation of the two
potential referents. In this paradigm, participants digtediscourses over headphones and at the same time make
lexical decisions about letter strings that appear oonapater screen at critical points (here, at the pronoun)
Facilitation in reaction time, or priming, for wordsat are semantic associates of a character intthg is
comparison to a control word matched for number ofisttfrequency and a priori reaction time is an indicettat
the story character was activated at the momenfptbbe appeared on the screen. In the example above, the
semantic associate of alien vamce and the control word wasiion The Cross Model Lexical Priming technique
was used to examine (re)activation of potential antetadéerents (story characters) at the pronoun underetift
stress conditions. This within-subjects design involbede factors: Prosody (unstressed x stressed), Pratiempos
(800 ms before the pronoun x the offset of the pronoun)Paale type (related x control). The position befoee th
pronoun served as a baseline to ensure that signififfacts were not the result of residual priming. Expeninie
used probes associated with the first potential refdiadign) and Experiment 2 used probes associated with the
second (acrobat). Forty-eight subjects participateddh eaperiment.

As shown in Table 1, the on-line results mirrored ¢hokthe off-line interpretations. Significant priming
was observed at the pronoun for the first NP whenrastite stress appeared on the pronoun. However, waare
no significant priming for the second NP at the pronoith wontrastive stress. In contrast, when thers m@a
contrastive stress, there was a significant primifeceat the pronoun only for the second NP. Togetherresults
indicate that when contrastive stress appears on theopn, the prosodic information is used immediately to
influence the listener’s interpretation of the pronsurgferent.

Table 1.
Difference of reaction times (ms) to related versus control pridreSxperiments 1 and 2.

Related - Control Reaction Times (ms)

First NP Before Pronoun At Pronoun
Stressed Pronoun 15 37*
Unstressed Pronoun 4 20

Second NP
Stressed Pronoun 38* 6
Unstressed Pronoun 6 33*

*p < .05 in a paired comparison.
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Prosodic Boundaries in the Comprehension and Produain of Wh-questions

in Tokyo Japanese
Masako Hirotani
hirotani@linguist.umass.edu
University of Massachusetts, Amherst

Deguchi & Kitagawa (2002) and Ishihara (2002) both proposed a gatioainl-to-1 relation between the
domain of pitch compression and the scope of the wh-plinascopally ambiguous Japanese wh-questions, as in (1)
(‘Obligatory Pairing Hypothesis’ (OPH)). Hirotani (2003)oposed, instead, a processing account where prosodic
boundaries influence listeners’ interpretation of ttephrase. Specifically she argued that the processargpitbie
wh-operator and its binder to be in the same prosodic(‘@tiope Prosody Correspondence’ (SPC)). However, her
experiment did not explicitly manipulate pitch compressidme €urrent paper presents listening and production
studies of Japanese wh-questions.

Study 1 investigated the effect of prosodic boundaries ({MRlipase (MaP)) and pitch compression on the
interpretation of wh-questions, as in (1). When a Mppeared after the embedded Q-marker (Emb-Q) like (1a, b),
a strong bias for the embedded scope interpretation btagned for the wh-phrase. However, without such a
boundary (1c, d), both embedded and matrix interpretations weailable. Moreover, an effect of pitch
compression was found only when there was no MaP tageEmb-Q (1c, d), suggesting that pitch compression is
used only in the absence of a prosodic boundary. Thkes#s favor SPC over OPH.

(1) [cApJohn-wa  {sMary-ga nani-o kattakal] kikimasita]ka]?

John-TOP Mary-NOM what-ACCbought-Q asked-Q
‘Did John ask what Mary bought?’' (Embedded scope) or ‘Wilithfiohn ask whether Mary bought?’ (Matrix scope)
[Parentheses=MaP; underline=pitch compression; %=pagenf embedded scope interpretation responses]

a. (John-wa Mary-ga) néni-o kattaka) (kikimasitaka)? 86%
b. (John-wa Mary-ga) n@ni-o kattaka) (kikimasitaka)? 85%
c. (John-wa Mary-ga) n@ani-o kattaka kikimasitaka)? 63%
d. (John-wa Mary-ga) n@ani-o kattaka kikimasitaka)? 54%

Study 2 examined the ease of comprehending unambiguous indirectestions, as in (2). It indicated that
SPC is relevant whenever scope-relative items areepsed, regardless of scope ambiguity. Listeners judged the
prosodic phrasings which grouped the wh-phrase and the Biadre@er (2a, b) easier than other prosodic phrasings
(2c, d). Control sentences without wh-phrases, whiehevength and verb-matched to the indirect wh-question
conditions, showed no significant differences.
(2) [pJohn-wa {pMary-ga nani/neko-o kattekal kikimasita]

John-TOP Mary-NOM what/cat-ACC bought-Q asked

‘John asked what Mary bought / John asked whether Margtti a cat’

Ratings 1: Easiest, 7: Most difficult

Wh / Control
a. (John-wa Mary-ga) néni/neko-o kattdka) (kikimasita) 3.96/4.47
b. (John-wa Mary-ga) n@ani/neko-o kattdea kikimasita) 3.91/4.41
c. (John-wa Mary-ga) nani/neko-o)  (kattda) (kikimasita) 4.20/4.31
d. (John-wa Mary-ga) nani/neko-o)  (kattaka kikimasita) 4.23/4.43

Study 3 investigated the prosodic phrasings Tokyo speakers primiuceambiguous wh-questions with
different scope assignments (3a, b). The sentence wgresmanipulated in blocks. In the block where speakers
could compare (3a) and (3b), a MaP was systematicaliytetsafter the Emb-Q in (3a) but not in (3b). Howgirer
the block which contained only one type of question8& b), a MaP after the Emb-Q was optional for [§8#) b).

The latter result is not consistent with OPH or pieposal that a MaP after the Emb-Q is a default prosody
(Kitagawa & Fodor 2002). However, the result can be expthiny a conflict between two grammatical length
constraints (BinMin & BinMax (Selkirk 2000)).

3) a. gdpJohn-wa {pMary-ga nani-o kattaka] kiita]-nokai]?(Embedded scope)
John-TOP ~ Mary-NOM  what-ACC bought-Q askEt!
b. [cHpJohn-wa {pMary-ga nani-o kattaka] kiita]-ndai]?(Matrix scope)
John-TOP ~ Mary-NOM what-ACCbought-Q asigig

The present studies show that the prosodic phrasing spgakdrgce for wh-questions is not the same as
the prosodic phrasing listeners prefer: In production, 8 kaundary may be placed after the Emb-Q in either an
embedded or matrix question; in comprehension a boundanthé Emb-Q biases listeners towards an embedded
question analysis. This mismatch can be explained syn@ing that speakers use syntax-phonology interface
constraints (Selkirk 2000; Sugahara 2003) while listeners ysecassing constraint like SPC in addition to the
grammatical constraints.
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Prosodic phrasing in DO/SC and Closure sentences
Catherine Andersort, Katy Carlson?
canderson@northwestern.edu
'Northwestern UniversityMorehead State University

Two temporary ambiguities (1-2) arise because an NPaMoltpa verb can be analyzed either as the verb’s
object or as the subject of a following clause. Whit¢h trained and untrained speakers reliably use prosody to
disambiguate DO/NO sentences (Speer et al. 1996, Schafdr 2001), there is little evidence that speakers
prosodically disambiguate DO/SC sentences (Stirling & e&/al996, Watt & Murray 1996, Anderson 2002).
Anderson’s (2002) study of DO/SC sentences proposed thatatheayore difficult to disambiguate than DO/NO
sentences because their syntactic structure does pateatly onto prosodic structure. Specifically, the twalgses
of DO/SC sentences differ only in whether a clauggnseafter the verb, while DO/NO sentences diffep ais
whether a clause ends after the verb, and English poobodndaries tend to coincide with the ends of syntactic
constituents (Selkirk 2000). The present new production study gapfaderson’s account, showing that speakers
who produce clear disambiguating prosodic boundaries in DOJ&i@ences do not prosodically disambiguate
DO/SC sentences.

Sixteen speakers each recorded 20 DO/NO sentences and 16 B&dignces. An additional within-items
factor was the subject NP’s length in DO/SC sente(®esSpeakers read each sentence silently, answerattemw
comprehension question about it, then read the senddmat

Speakers nearly always prosodically disambiguated the DG#fBences: In 99% of DO sentences (1a)
they produced the largest prosodic boundary after the dWfectvhile 96% of NO sentences (1b) had the largest
prosodic boundary after the verb. That is, prosodic boigslaccurred at the ends of syntactic clauses. The same
speakers were less consistent in producing DO/SC sentdnc&3% of these DO sentences (2a), they produced the
largest prosodic boundary after the object-NP, but theg this same prosodic pattern in 23% of SC sentences (2b),
and produced 56% of SC sentences with no prosodic boundaryedfier the verb or the following NP. While
Anderson’s (2002) perception study showed that the only pmsodiour that allows listeners to correctly identify
SC sentences has a major prosodic boundary followingette our speakers produced this prosody in only 18% of
SC tokens; significantly more often than in DO seoésn(p<0.01) but significantly less often than they prodnced
boundaries in the ambiguous region (p<0.01). Further, thepmiation of subject length affected SC productions,
with a long subject making the helpful post-verbal bounassn less likely (p<0.05). Speakers were therefore
responsive to syntactic and length differences in DQg&@ences, but they rarely produced the one prosody that
would be most helpful to listeners.

Our results indicate that talkers frequently indicateeth@ of a syntactic clause with a prosodic boundary
but do not use prosody to mark a clause’s beginning, invitle Selkirk (2000). This result is crucial to the
difference between the easily disambiguated DO/NO (@dssentences and the more difficult DO/SC sentences.
Clearly, the syntax plays a major role in constragrtime prosodic phrasing of a sentence.

Examples
(1) Direct Object/No Object (DO/NO) or Late/EarlyoSure Sentences
a. [While the skipper sailed the schooner] [the dingdgan to leak.]  (DO)
b. [While the skipper sailed] [the schooner begamad.| (NO)
(2) Direct Object/Sentence Complement (DO/SC) Seetenc
a. [Tom noticed his roommate during the lecture.] DOY
b [Tom noticed [his roommate was looking tired.]] (SC)

(3.) Subject Length Manipulation
{Tom/Thomas Morgencrantz} noticed...
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Processing pitch accents: Interpreting H* and L+H*
Duane G. Watson, Michael K. Tanenhaus, & Christine Gunlogson
dwatson@bcs.rochester.edu
University of Rochester

We investigated whether differences in the acoustic ptiegeof sentence level accents can affect how a
listener interprets referents with respect to thescalirse model. Specifically, we examined the interpoetati
“presentational” (H*) and “contrastive” (L+H*) accentshich have been proposed by Pierrehumbert & Hirschberg
(1990) and others (see Ladd, 1996 for a review) to have diffaseustic and semantic properties. There has been a
great deal of debate as to whether these accent@rereted differently by listeners, and empirical studies
investigating this question have produced mixed results (Ladd, Ba8&ls & Kingston, 1994; Krhamer & Swerts,
2001).

We investigated this question in two experiments usingithel world paradigm. In Experiment 1, the
goal was to determine whether L+H* is associated wiments in a contrast set and whether H* is assatiasitit
elements that are new to the discourse. Participaate presented with a 5x5 grid on a computer. The grid
contained eight objects: two cohorts whose initighsents were identical (e.g. a camel and a candle)eanthtat
was a member of a category containing one of thertofmg. a dog that, like the camel, is an animalyraelated
item (windmill), and four geometrical shapes. Partictpamere first instructed to click on a group of objeds)(
Then they were instructed to move one of the fourcthje a different location (1b). We manipulated tweides:

1) the discourse status of the moved object and 2) tlemittat occurred on it.

The context sentence in (1a) created a discourse canteixtthat one of the cohorts (camel) was indirectly
mentioned, making it given and creating a situation wheauld potentially be contrasted with the other aninm
the same context, the other cohort (candle) was néwat in focus. Thus, more looks to the candle are peetin
the H* condition than the LH* condition and more lookstte camel are predicted in the LH* condition than the H
condition. Participant eye gazes were consistelfit thiése predictions.

In Experiment 2, we demonstrate that when the categoityast set that was established in Experiment 1 is
absent, listener preferences change. The same auditomyli that were used in Experiment 1 were used in
Experiment 2, but the objects in the visual display diffese that the cohort referred to in (1a) (i.e. camel the
only member of the category. In this context, L+H* diot bias listeners towards looking at the given cohort
(camel), but instead, biased listeners towards lookirtgeahew cohort (candle), suggesting that listeners ttumk
entire display of objects as members of the relewantrast set since another contrast set was notcekpli
provided.

The results from these studies suggest that H* and L+Hh&apreted differently by listeners and that this
interpretation occurs rapidly on-line.

Examples:

Q) a. Click on the animals.
b. Now, move the CAMEL/CANDLE above the triangle.
H*/ L+H*
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Grammatical repetition and garden-path effects
Martin J. Pickering * & Matthew J. Traxler ?
YUniversity of Edinburgh?University of California at Davis

A common intuition suggests that people have less diffiquibcessing sentences like (1) if they have
recently processed similar sentences, but little hadkrce supports this intuition.

(1) The defendant examined by the lawyer turned out tmbaliable.

In fact, there is little general evidence for angeetf§ of grammatical repetition on comprehension. yEarl
studies suggested that presentation of many sentencepatieular grammatical form affected processing of
sentences with the same form (Mehler & Carey, 1967\, &ever, & Mehler, 1970; but see Dooling, 1974). Some
studies show facilitation of a second conjunct if igrammatically or semantically similar to the fi{gtrazier,
Munn, & Clifton, 2000; Frazier, Taft, Roeper, Clifton,Earlich, 1984). Levelt and Kelter (1982) found that people
preferred answers that were grammatically congruent thigir questions. Snyder (2000) found that repeated
exposure to some but not all types of “marginal” sentericereased their acceptability. Cuetos, Mitchell an
Corley (1996) found that children preferred one interpratadfoan ambiguous relative clause following extensive
exposure. Trueswell and Kim (1998) found that comprehendingnaigaous sentence was affected by the
preferred analysis of a subliminally presented verb.neNof these involve normal comprehension of pairs of
sentences related in grammatical form.

Thus, we conducted two eye-movement monitoring expersmientvhich participants read prime-target
sentence pairs that maintained or changed grammatical f&entences like (1a) and (1b) would be followed by
either (2a) or (2b)

(1a) The defendant/ examined/ by the lawyer/ turned dog tmreliable. (Reduced)
(1b) The defendant/ examined/ the bloody glove/ duringebess. (Main Verb)
(2a) The doctor/ examined/ by the specialist/ had a laaje. (Reduced)

(2b) The doctor/ examined/ the patient/ who had a laje.mMain Verb)

"I" marks indicate where the sentences were segmenmtexhélysis. The first region is the "verb" region,
the second region is the "NP/PP" region. Sentences mtated across lists to counterbalance for length a
frequency, and so that every target sentence alsadsasve prime sentence. In Experiment 2, the initidd/past
participle changed between the prime and target sentemcetherwise the design was the same. Experiment 1
showed that potentially ambiguous reduced-relative sersgemeee processed more easily if they were immediately
preceded by another sentence of the same form usirsgtie ambiguous verb (see Table 1). Experiment 2 showed
no comparable effects when the sentence form wastezpbut the verb was not (See Table 2). The edégtefof
grammatical repetition suggest that people initially adersboth analyses, in contrast to many traditionebties of
parsing. Verb-specificity effects suggest that grammlatibermation is largely localized to individual verbs thg
comprehension.
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On Structure and Frequency: Case in PP and VP
Markus Bader, Josef Bayer, Jana Haussler, Tanja Schmid
markus.bader@uni-konstanz.de
University of Konstanz, Germany

How can frequency information be integrated into strechased models of the human parser? We will
adress this question with regard to the processing of Pae psycholinguistic research on case ambiguities ha
only considered case assigned by verbs (subject-oljdcolgect-object ambiguities). In this presentation,wile
consider the processing of case in both verbal and ptiepas contexts in German. We have conducted several
experiments using the method of speeded grammaticality judgroemiparing prepositional to verbal case as well
as prepositional case in different constructions. Exasngfl@erbal and prepositional case ambiguities are given
(1) and (2).

1) a. Ich habe Maria/ein paar Studenten geholfen-DAT.
| have M. a pair students helped.
"l helped Maria/a couple of students"
b. Ich habe Maria/ein paar Studenten unterstitzt-ACC.
| have M. a pair students supported
"l supported Maria/a couple of students."

(2) a. Ich habe an-DAT Maria/ein paar Studenten herursirit.
|  haveto M. a pair studentsticised.
"| criticised Maria/a couple of students"
b. Ich habe an-ACC Maria/ein paar Studenten gedacht.
| have to M. a pair studentiought

"l thought of Maria/a couple of students."

For processing purposes, there are two major linguistiereiifces between verbal and prepositional case:
(i) When assigned by verbs, dative case is marked; absigned by prepositions, there is no markedness differenc
between dative and accusative case. (ii) Prepositenm$e ambiguous with respect to their case, verbs tanno

We selected six case-ambiguous prepositions and determingddnpus analysis how frequently each
preposition occurs with which case. In three experintesttadies, sentences like (1) and (2) were investigated
together with unambiguous control sentences. The fallpvdifferences between prepositional and verbal case
appeared:

(i) There was a strong accusative preference for (eepdicating earlier results by Hopf et al. 1998), but no
clear-cut preference with prepositions.

(i) For verbal but not for prepositional case, themsgth of the resulting garden-path effect was strongly
dependent on the lexical make-up of the case-ambiguous MAA'Ms. 'ein paar Studenten' in (1) and (2)).

For the prepositional sentences, we computed the cioredabetween our experimental results and the
prepositions’ case preferences as determined in the @ipus analysis. There were no significant corralatio
between corpus counts and garden-path strength (unambiguous mrmbiguous sentences), but substantial
correlations between corpus counts and case odds (aveusatius dative sentences), for both unambiguous and
ambiguous sentences. Note that this is unexpected unddasianequency-based parsing models (Jurafski, 1996;
McDonald, 1994).

In a further study, sentences like (2) were compared ritesees like (3) where the crucial PP was
topicalized.

3) a. An-DAT ein paar Studenten habe ich herumkritisiert
to a pair students havel| «séd.
"| criticised a couple of students"
b. An-ACC ein paar Studenten habe ich gedacht.
to a pair students havel thought

"l thought of a couple of students."

Besides confirming the results of the prior studies, shisly showed a substantial processing disadvantage
for both ambiguous and unambiguous topicalized accusativeuPst for dative PPs. Furthermore, the strength of
this disadvantage (topicalized minus non-topicalized seag@rcorrelated with the case preferences found in the
corpus counts.

We will argue that this pattern of results can onlyekglained by a model integrating both structural and
frequency-based factors. We will present a detailed mufdiblis kind showing (i) how the processing differences
between verbal and prepositional case follow fronrttifierent markedness properties within the grammar (i&nd
how the particular frequency effects with prepositiomsas counts do not correlate with garden-path strength but
correlate with case odds and topicalization disadvanfali@y if we assume that the memory representatiehs|s
during parsing are liable to decay and reinstantiatiqggréportion to corpus frequencies.
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RC Attachment in Dutch: On-Line Reading Preferences Cwespond to

Corpus Frequencies When Lexical Variables Are Taken inté\ccount
Timothy Desmet, Constantijn De Baecké, Denis Drieghé, Marc Brysbaert?, Wietske
Vonk
Timothy.Desmet@ugent.be
'Ghent University, BelgiunfRoyal Holloway, University of London, U¥Max Planck Institute
for Psycholinguistics, Nijmegen, The Netherlands

An intriguing question in psycholinguistics is whether sané comprehension and sentence production are
driven by independent cognitive processes. Two attachambiguity studies are often cited as evidence against the
position that sentence comprehension corresponds tensenproduction (and against experience-based models of
sentence processing in particular). First, Gibson ahdt3e (1999) studied the ambiguous NP conjunction to three
possible host sites illustrated in (1). They found thgih ltonjunctions were easier to read than middle cornmet
even though previous corpus counts had indicated that middignctions are more frequent than high
conjunctions. Second, Mitchell and Brysbaert (1998) aedlyz Dutch corpus for sentences like (2), and observed
that low-attaching relative clauses were twice agufeat as high-attaching relative clauses, despite then§rttiat
in Dutch reading studies high attachment is preferred (@agmet, De Baecke, & Brysbaert, 2002).

In relation to the first study, Desmet & Gibson (2003)usd that the contradiction was due to a lexical
variable in the items, namely the use of the proname™ in the conjoined NPs instead of full NPs. Wheis th
variable was taken into account the on-line readingepeate was in line with the corpus findings. In the gmes
study we investigated whether another lexical variablddcalso explain the contradiction in the RC attachment
ambiguity presented by Mitchell and Brysbaert (1998).

First, we collected a Dutch corpus consisting of six dhffié types of text register. This corpus study
revealed that the animacy and concreteness of thechi@l possibly explain the contradiction between corpus
frequencies and reading time experiments. Sentences withcaete inanimate NP1, an abstract animate NPA or a
abstract inanimate NP1 — which made up the larger p#neaforpus - revealed an NP2 attachment bias. However,
all previous Dutch reading studies predominantly used antytheiof sentences (sentences with an animate cencret
NP1). Interestingly, these sentences where highlgdgufent and revealed an NP1 attachment bias in the corpus.

Next, we performed an eye-tracking experiment to investigatiether this interaction could also be
observed in on-line reading times. We constructed seesathat — as in the corpus - had a concrete animdtea\NP
concrete inanimate NP1, an abstract animate NP1n abstract inanimate NP1 and of which the RC attathed
NP1 or to NP2 (see 3). The results of this experimerfirooed that at the disambiguating region the type of NP1
interacted significantly with the attachment prefeeeimcthe direction predicted by the corpus.

We conclude that lexical factors need to be taken iotount to solve the contradiction between sentence
production and sentence comprehension for the constnadtio(1) and (2). We discuss the implications for both
lexicalist and structuralist experience-based accounendéisce processing (e.g., Jurafsky, 1996; Mitchell, Cuetos,
Corley, & Brysbaert, 1995; Sturt, Costa, Lombardo, & €poag 2003; Tabor, Juliano, Tanenhaus, 1997) and for
alternative discourse-based explanations (e.g., Bock, 198&fokh, Konieczny, & Scheepers, 2000; McRae,
Ferretti, & Amyote, 1997).

Examples
(1) The salesman ignored a customer with a baby wdtintyaface and ...
a. a wet diaper (low conjunction)
b. one with a wet diaper (middle conjunction)
c. one with a baby with a wet diaper (high conjumitio
(2) Someone shot the servant of the actress who ...

a. was on the balcony with her arm in a cast dttachment)
b. was on the balcony with his arm in a cast (n@ddtachment)

(3a) The people respect the decisions of the presidenftiaantee/guarantees) there will be no war.

(3b) The people respect the documents of the presider(gthetantee/guarantees) there will be no war.

(3¢) The people respect the organizations of the presidan{guarantee/guarantees) there will be no
war.

(3d) The people respect the advisors of the presidenfghatantee/guarantees) there will be no war.
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Construction frequency and sentence comprehension
John Hale', Edward Gibsorf
egibson@mit.edu
'Michigan State UniversityMIT

This paper presents results from two self-paced movingamirexperiments that provide evidence that the
human sentence processing mechanism is sensitivengirection frequencies independent of other factors.
Experiment 1 compared the sentential-subject construti@ancontrol condition in which the same clause & th
complement of noun in subject position, as in (1). iEBanlesearch has demonstrated that ambiguity with a
demonstrative interpretation of the word “that” in teETe-initial position results in difficulty in procesgi the
initial component of the sentential-subject constarctiTabor,Juliano&Tanenhaus,1997). In order to minintize t
ambiguity effect, we presented the materials regionelgjen, such that the first region in (1a) consistetiefiord
“that” followed by the embedded definite NP “the lawyerThe results of the experiment were as followstta)
sentential-subject condition was significantly slowlesn the NP-subject condition in the initial regiohdt the
lawyer”; (b) there were no differences between threditions in the following two regions (“was misleadintthe
jurors”) (Fs<1); (c) the sentential-subject conditioaswagain significantly slower during the main verb @& th
sentence “angered”; (d) there were no differencesamdémaining region (Fs<1).

These results have important ramifications for themoaf sentence comprehension. The crucial obsenvatio
is that there is difficulty in processing a low-frequeonstruction (the sentential-subject construction)rduris
onset and, criticallyduring its offset (at the main verb of the sentence). These resalisot be explained by
lexical-frequency differences, because the words areiégaéniirough the offset of the construction. Furthammo
spillover explanations are unlikely, because there afRThdifferences in the immediately preceding region. eDth
proposed factors from the literature such as discoursdextonplausibility (Tanenhaus&Trueswell,1995;
Gibson&Pearlmutter,1998), entropy-reduction (Hale,2003) oruresotheories (eg., Gibson,2000) also do not
explain these findings. For example, Gibson’s resoureeryhmakes no predictions about the contrast because
integration and storage constraints are matched. Weeftne hypothesize that human sentence processing
mechanism is sensitive to construction frequency (Milc etal,1995; Jurafsky,1996; Tabor_etal,1997;
Tabor&Hutchins,2003; Tabor_etal,2003) as in Goldberg(1995). Tieward low-frequency construction in (1)
consists of a clause headed by the complementizef ithatibject position.

In Experiment 2, we investigated the genitive-extractedtivg-clause construction, as in (2). (2a) is a
subject-extracted version of this construction, whe(2a} is object-extracted. We compared these conditmns
ones without the genitive pronominal “whose” in therastion, but which contained the same NPs in the same
thematic relations (including an embedded genitive-NRje dritical result of this experiment was a main ¢fféc
genitive-extraction being slower than non-genitive-ettod (along with a main effect of subject-extractlming
faster than object-extractions — replicating much prewiaar& — and no interaction). Crucially, both effeatsur at
the offset of the construction, at the main verlithaf sentence. As with Experiment 1, these effectaatabe
explained by current models.

We will discuss these results in the context of twootbcal ideas that are core to many models —
probabilistic grammar and locality — and we will pressrhputational models of the results which extend current
theories.

Examples:

Experiment 1 materials (region-by-region presentatiogipres are separated by “|”; critical regions in bold; 24
items, 32 participants)
(1) a. Sentential subject

That the lawyer | was misleading | the jurorarjgered| the judge.

b. NP subject, clausal complement of a houn

The evidencethat the lawyer | was misleading | the jurorarjgered| the judge.

Experiment 2 materials (word-by-word presentation; @aitiegion in bold; 24 items, 48 participants)
(2) a. subject-extracted, genitive

The hairdresser, whose daughter insulted the beauti@stés,got in an accident.

b. object-extracted, genitive

The beautician, whose sister the hairdresser’s daugisidted,got in an accident.

c. subject-extracted, non-genitive

The hairdresser’s daughter, who insulted the beautic&stiar,got in an accident.

d. object-extracted, non-genitive

The beautician’s sister, who the hairdresser’s daugindatted,got in an accident.
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Rapid Syntactic Diagnosis: Separating Effects of Grammaticalt and

Expectancy
Alison Austin, Colin Phillips
acaustin@umd.edu
University of Maryland, College Park

A number of ERP findings suggest that some syntactiatimis may be detected within ~150-200ms after
a critical word, as shown in tlfearly) left anterior negativityELAN) elicited by contrasts like (1-2). Such findings
raise the puzzle of how it is possible to diagnose thk-farmedness of an incoming word so quickly. Some
accounts of the speed of these responses focus ontéigergalevelungrammaticalityof examples like (2) (Neville
et al., 1991; Friederici, 2001). Another recent account faonisexpectancyUrban et al., 2003), due to the fact that
the ELAN is typically observed in contexts where oategory is locally predicted by the preceding word (e.g., th
possessoMax’s predicts an upcoming noun), but a different category iewrtered. Urban et al. (2003) motivate
this account by arguing that early negativities are ratluten expectancy is modulated but grammaticality is held
constant. Here we present results from an ERP studingfish that independently varies grammaticality and
expectancy, and shows that the account of Urban @Gf3) is too broad, and propose a more fine-grained account
of how rapid diagnosis is performed.

Q) The woman admired Max’s drawingtbie flowers.
(2) *The woman admired Max’s afrawing the flowers.

The examples in (3-4) are similar to (1-2) in the resghattthey present a syntactic violation marked by the
word of. An adverbial phrase excludes the possibility of an INBrhal attachment for the final PP. However, (3-4)
are different from (1-2) in the respect that the fiRRlin (4) does not violate any prediction, since guarents of
the verb have already been encountered. If the eatériar negativity is specifically associated with lattons
marked by high frequency function morphemes, such as Emjlistthe German participle prefge- then it should
also be elicited by violations like (4). However littearly negativity is associated with predictive madras, then
it should not be elicited in (4).

3) The witness accused the unknowing suspect falséheofandalism.
(4) *The witness identified the unknowing suspect falsetheflineup.

If the early anterior negativity reflects mismatchhaa predicted category, independent of grammaticality,
then it should also be elicited when an incoming word@gnmaitches the predicted noun, but is nevertheless
grammatical, as at the advarbryin (5), relative to the control in (6).

(5) The teacher praised Max’s vagthusiastic sister.
(6) The teacher praised Max vagthusiastically.

Our ERP study recorded brain responses while participaatssentences like (1-6) in an RSVP paradigm
(500ms SOA; n=24; 30 electrodes; 32 items per condition; ISirare design; 128 targets interspersed with 288
filler items). Results at the woraf in (2 vs. 1) replicated the finding of an early anteriegativity, followed by a
later posterior positivity (P600). In contrast, no eawdgativity was elicited at the woad in (4 vs. 3) or at the word
veryin (5 vs. 6). The violation in (4) elicited a P600 resgorithe grammatical-but-unexpected continuation in (5)
elicited an N400 response. These findings suggest that anrdoof the ELAN should make reference to the
combination of grammaticality and predictive mechanisiifse ELAN cannot simply reflect a mismatch to a
predicted category, as suggested by Urban et al. (2003). We stiggedSLAN s elicited specifically when a word
appears in a context where no local licenser is avail@.g., when the prepositiofidoes not follow a noun).
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Depth of Wh-Embedding: Experimental Evidence for the Cavergence of On-

line Processing and the Economy of Representation
Markus Bader' & Tom Roeper
markus.bader@uni-konstanz.de
YUniversity of KonstanZUniversity of Massachusetts at Amherst

We will adress the question as to how feature-checkinpdyHSPM works when the checkable feature is
itself embedded in another phrase, as in sentence®ligieture of whom do you think t is on the table" or Hdée
picture do you think t is on the table". Here, "whosethie specifier of DP is less deeply embedded than "wlmom"
complement position. In contrast to Chomsky (1995) whionglahat depth of embedding of features does not cause
additional processing load, we will propose the Deep-ChgcRirinciple: A minimal number of nodes between
Checking Feature and Checked Feature is optimal.

If the Deep-Checking Principle is psychologically relaért it should be reflected in on-line parsing. Several
speeded-grammaticality judgments were obtained for embeddedoairembedded wh-phrases in both matrix and
subordinate clauses in German. We found that both demmloédding of wh-features as well the position of the
wh-word (left-edge vs. non-left edge) affected processiag.|Whereas the former finding follows from the Deep-
Checking Principle, the latter finding follows from thgsumption that features are checked without delay.

We conclude that psycholinguistic evidence indicateseap-checking, and Feature-checking in general,
should be represented by an economy metric both igrdmamar and in realtime processing. Furthermore, we will
argue that the formulation of feature-checking as an tiperaf the grammar cannot be successful if it is not
informed by how feature-checking proceeds in real-time.
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Syntactic templates and linking mechanisms:

A new approach to grammatical function asymmetries
Ina Bornkesset, Matthias Schlesewsk$; & Robert D. Van Valin, Jr.*
bornke@chs.mpg.de
Max Planck Institute for Human Cognitive and Brain Soén LeipzigUniversity of Marburg,
3State University of New York at Buffalo

Grammatical function asymmetries in sentence compstbe are typically viewed as arising from a
reconstruction to the canonical order. From this petspe the well-known increases in processing cosblfiject-
initial sentences are engendered by the fact thablfext cannot be interpreted in the position in whicts
encountered. These assumptions hold even for grammétieaties without movement, e.g. HPSG, in which
interpretation of a fronted object also presupposes sociasion with a base position. They are also imipliti
processing models such as that of Gibson (1998), in whiehniverted order results in enhanced prediction and
integration cost.

We present an alternative interpretation of thesenamtries based on the assumptions of Role and
Reference Grammar (Van Valin & LaPolla, 1997). In thisory, syntactic structures are represented as termplate
and argument interpretation is accomplished by a sysfelimking rules that associate an argument with a
generalised semantic role (GSR; Actor/Undergoer). Titerpretation of an argument is therefore logically
independent of its syntactic position, although both swgcide (cf. English). Languages differ in terms of thei
template inventories (i.e. with regard to permissibleaph structures) and their linking systems. Whereas ¢fngli
for example, relies primarily on linear order for argutiarking, case-marking languages such as German allow for
a direct linking between morphological case and GSR&hBBEgguistic evidence supports this distinction between
different language types (Schlesewsky & Bornkessgiress.

Decoupling phrase structure (templates) and interpretdtinding) accounts for a number of findings in the
comprehension literature. It derives, for example, ttreehto elusive differences between English and Geriméme
activation of Broca's area during the processing ofadhjatial sentences. Increased activation in tegon obtains
in English object relatives (e.g. Caplan et al., 2001 Gémman, however, it is only measurable in clause-ahedi
argument order variations (Roder et al., 2002) but not Houéstions or relative clauses (Fiebach et al., 2001 Fro
a reconstruction-based perspective, these findings defaregdn because the successful interpretation of all of
these permutation types crucially hinges on some soréaanstruction. In terms of linking properties that are
independent of phrase structure, by contrast, the drapgidtic differences are naturally accounted for. English
consistently links on the basis of linear order. Efae, all object-initial structures require an “inwelisking” and
thus engender additional processing (linking) costs. In @eynby contrast, linking is accomplished via
morphological case marking and construction-specific priggeriVhile the clause-medial region in unmarked
German sentences directly reflects the argument leleyan the semantic representation of the verb,cthase-
initial region can host any single constituent (argunoerddjunct). On-line linking processes are sensitivihi®
distinction and inverse linking is, therefore, onlytbom clause-medial contexts.

We will show that, beyond these recent findings, our @ggr can also account for the classical
psycholinguistic results in the domain of grammatical fiemcasymmetries (e.g. Frazier & Flores d’'Arcais, 1989;
Gibson, 1998; cf. also Hopf et al., 1998).
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Discourse Processing and Prosodic Boundaries
Katy Carlson?, Lyn Frazier?, & Charles Clifton, Jr.?
k.carlson@morehead-st.edu
Morehead State Universit§iniversity of Massachusetts Amherst

There are likely to be differences between procesditigeasentence level and at the discourse level. éfrazi
& Clifton (under rev.) propose that salience is deteedimifferently in discourse, with elements of the main
assertion (typically constituents high in the tree)obeing more important than recent constituents. In stihor
this, F&C found more matrix interpretations for VP Bdlis sentences presented as two written sentences (1b)
instead of one (la). But where does sentence processing bff and discourse processing begin in auditory
processing? A simple hypothesis would be that the L-L%dqalic boundary, which is typically (though not
exclusively) associated with the ends of utterancesk(Ban & Elam 1997), would encourage discourse processing
in auditory studies compared to other prosodic boundaries.aliditory questionnaires showed that this hypothesis
is too simple, that pitch accents actually had momcefin processing, and that additional cues to sentaradiyf
were necessary to indicate discourse status.

Experiment 1 presented VP Ellipsis sentences in the fasogdic conditions in (2). One manipulation was
the placement of pitch accents on the remnantldB and either the matrix subjed¢tucy) or the embedded subject
(Kathy) of the first clause. VP Ellipsis is known to be aféel by the parallelism or similarity of elementsthie
different clauses (Mauner, Tanenhaus, & Carlson 1995; étratial. 1984). We predicted that similarity between
pairs of NPs in being accented (or focused) would encoumggy@retations placing them in corresponding positions
(Carlson 2001, 2002), so tHaucy-Joeaccent pattern would encourage matrix interpretationth (dde also
mentioning something). The other factor was the tymeasodic boundary: L-H%, the ‘continuation rise’ asatax
with continuing discourse and phrases dependent on subsegieeahcas for interpretation; vs. L-L%, which is
used utterance-finally and when a phrase can stand @ogreehumbert & Hirschberg 1990). The L-L% contour
was predicted to encourage matrix interpretations. (Natiesentences can begin wéthd, though it's not favored in
formal written English.) In fact, while accent pasitisignificantly affected interpretation, with the masubject
accent producing more matrix responses (p’'s<.05), thereavdsscernible effect of the boundary difference. (An
additional experiment using IPh vs. ip boundaries found tbatimeffective.)

In Experiment 2, we bolstered the prosodic boundary difterdéay also deleting the conjunction in the L-
L% conditions (3). There were significant effects ofent position (p’s<.002) and boundamyd (p’s<.02) but no
interaction. The accent position effect was robust @msistent with the parallelism effects in much meéelipsis
work. The conditions with L-L% boundaries and no conjiomctwere able to increase matrix interpretations,
showing that with sufficient evidence, the greateregaiée of high constituents found by F&C in written preoes
also holds for auditory processing. But different boundanes on their own were not sufficient evidence for
perceivers to switch to discourse processing, contraithgle hypothesis presented above. The interpretatibn o
L% boundaries must be flexible, interacting with otherdsi of lexical and syntactic information, and demands
further research.

Examples

(1) a. Lucy mentioned that Kathy got sick and Joe did too.
b. Lucy mentioned that Kathy got sick. Joe did too.

Experiment 1 %Matrix
(2) a. LUCY mentioned that Kathy got sick (L-H%) andzJéid too. 55%

b. Lucy mentioned that KATHY got sick (L-H%) and JOE thd. 42%

¢. LUCY mentioned that Kathy got sick (L-L%) and JOH ttio. 53%

d. Lucy mentioned that KATHY got sick (L-L%) and JOE did.t 42%
Experiment 2 %Matrix
(3) a. LUCY mentioned that Kathy got sick (L-H%) andzJéid too. 61%

b. Lucy mentioned that KATHY got sick (L-H%) and JOE thd. 36%

c. LUCY mentioned that Kathy got sick (L-L%). JOE di.t 70%

d. Lucy mentioned that KATHY got sick (L-L%). JOE did too 54%
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Early Effects of Topicality, Late Effects of Parallelism
Katy Carlson'& Michael Walsh Dickey?
m-dickey@northwestern.edu
'Morehead State Universit§iNorthwestern University

Parallelism — syntactic, prosodic, or lexical simifa@mong sentence constituents — has been shown to
affect comprehension of both ambiguous and unambiguousisestéCarlson 2002ab; Frazier et al. 1984). Carlson
& Dickey (2003) argued that parallelism can even affectimm-arsing in temporarily ambiguous comparative
ellipsis sentences like (1). In a self-paced reading sthdy,found that readers experienced a garden path when the
objectparallel remnanthe nurse(la) was followed by an auxiliardid, disambiguating toward the subject
interpretation of the remnant. No such garden path wasdf for the subject-parallédinnabelle(1b). However,
definites likethe nurseare also lower on the givenness hierarchy (Ariel 198@h tproper names. The lack of a
garden path foAnnabellemay be because readers expected the more topical propertodoa the subject of the
elided clause (cf. Hoeks, Vonk & Schriefers 2002).

This alternative hypothesis was tested in a self-paeading task. Thirty-two participants read sixteen
comparative ellipsis sentences like (2), with the nedagivenness of the NPs reversed. If parallelism was
responsible for the garden path Carlson & Dickey founeh i2b) — where the remnant is parallel to the preceding
object — should show a garden path at the following segrfeslative givenness or topicality was responsititen
readers should expect a subject continuation followingptoper name and show a garden path in (2a).

Results favor the topicality/givenness explanation.h&tthan-NP segment, there was a main effect of NP
type across the four conditions, with proper names (2bat) more slowly than definites (2a,c) (F1=6.91, p=.013;
F2=6.76, p=.02). This pattern is identical to that found bgtsGa & Dickey. However, a crossover interaction of
segment and NP type was observed between the thangwierseand the following segment in the first two
conditions (F1=10.15, p=.003; F2=9.58,p=.007): reading times incretdatl last termfor the definite condition
(2a) but not for the object-parallel proper name conlitkb).

Interestingly, parallelism still strongly affected paigiants’ ultimate interpretation of the sentences.
Responses to sentence-final comprehension questioms & showed main effects of both parallelism and
disambiguation (p’s<.001): sentences with subject paratiglexzeived reliably more subject interpretations ttien
object-parallel conditions (and subject disambiguatioa &ssed subject interpretations compared to the ambiguous
conditions). The early preference for a subject comtiiion following topical (but object-parallel) proper names
thus overridden by parallelism in participants’ finaleimretations. As in earlier studies (Carlson & Dickey 2003,
e.g.), the presence of an auxiliary did not fully disambigtia¢ sentences to the subject interpretation, éamrgh
the auxiliary was sufficient to create a garden path dugading.

These results suggest that parallelism does not affelith@mparsing preferences. Instead, they provide
additional evidence that the relative topicality of NPsheir rank in hierarchies of givenness can affessing
decisions (Warren & Gibson 2002; Hoeks et al. 2002). Howgaggllelism clearly influences later-forming “gist”
representations of a sentence’s meaning, overridingven reversing on-line effects of syntactic form on
comprehension. It appears that parallelism facilitdttesformation of long-term judgments of sentence mepain
well-formedness, but does not shape on-line comprehepsozesses.

Examples

Q) a. Tasha | called the doctor | more often | thamurse | did yesterday ...
b. Tasha | called the doctor | more often | than Belte| did yesterday ...
c. Tasha | called the doctor | more often | thamtinge | last Thursday ...
d. Tasha | called the doctor | more often | than Aeglteaplast Thursday ...

(2) a. The professor | annoyed Duncan | more frequiethidyn the TA | did last term |
b. The professor | annoyed Duncan | more frequentin|Annold | did last term |
c¢. The professor | annoyed Duncan | more frequentin|tthe TA | last semester |
d. The professor | annoyed Duncan | more frequently |Ah@old | last semester |
... with complaints about the students.

3) What do you know about the TA?
a. The TA was annoyed by the professor.
b. The TA annoyed Duncan.
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Reliability of prosodic cues to children in sentencerocessing
Youngon Choi & Reiko Mazuka
youngonc@sas.upenn.edu
University of Pennsylvania & Duke University

The present study attempted to tease apart the extemti¢b yvoung children utilize prosody in sentence
processing. Pre-school aged Korean-speaking children shamvexbility to use prosody in resolving a lexical-
segmentation ambiguity. By contrast, children appearedutiliting prosody as much to resolve a syntactic
ambiguity (Choi & Mazuka, 2003, Snedeker et al., 2003). The dustady investigated whether this pattern is
unique to sentences with syntactic ambiguities, byntgsthildren with different types of ambiguities: semaatic
phrasal syntactic ambiguity.

Sentence (1) contains (lexical) semantic ambiguity umxdhe meaning is resolved by determining the
lexical meaning of the wh-word. When the first wartilis phrased separately from the following word as in,(1a)
it's an indefinite pronoun, meaning ‘somewhere,’” wheri¢a wh-word ‘where’ when phrased together with the
following word as in (1b) (Jun & Oh, 1996). This ambiguitjyenm presented with neutral context, can only be
resolved using available prosodic information. The tterpretations share the same syntactic structur@iaag
due to wh-in-situ. By comparison, phrase (2) below castai syntactic ambiguity (Schafer & Jun, 2002). It can be
interpreted as either (2a) or (2b) according to varipbbsodic phrasing. With the (2a) type of prosodic grouping,
the phrase is NP1 modification, referring to a yell@h fProsodic grouping as in (2b) indicates that the adgect
‘vellow’, modifies NP2 or noun complex, referring to tbges of fish that are yellow, but not the fish itséhis
type of ambiguity requires not only an ability to deteotl use prosodic grouping information but also syntactic
decision to arrive at the intended meaning.

A total of 95 children aged 3 to 6 participated in Experimefsieinantic ambiguity condition), where they
were told a series of stories and asked a question itlitér g/es/no prosody or wh-prosody at the end of eawnfy. st
The measurement was their responses (yes/no or Nf)estions. Children were not different from adults in
distinguishing the type of questions based on the prosodyea+delds (78.8% accurate), 5-6-year-olds (81%), and
adults (76.6%). This indicated that children used the prosddply to resolve this type of sentential ambiguiity.
Experiment 2 (phrasal syntactic ambiguity), the same agger of children (n = 160) were asked to find the
matching picture while listening to either type of thegses below (2a or 2b). 3-4-year-olds were 49.4% accurate
and 5-6-year-olds were 51.9% accurate (adults--78.5%), showigeat difficulty in using the prosody to
differentiate the meaning of the phrases. These resudfgest that children may not solely rely on prosodg as
reliable source when it comes to resolving syntaatithiguity, particularly in the absence of other types of
disambiguating cues.

Examples
(D ofi gayo ?
Where (or somewhere) go
(1a) [otibni [gayO]pnz “Are you going somewhere? yes/no question
(1b) [oti gayojn: “Where are you going?” - wh-question

(2) noran mulkoki noon
yellow fish eye(s)
Ad;. NP1 NP2

(2a) [yellow fish's] eyes
(2b) yellow [fish’s eyes]
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Differences in native and non-native sentence productio
Susanna Flett, Holly Branigan, & Martin Pickering
susanna.flett@ed.ac.uk
University of Edinburgh

The syntax of adult second language (L2) speech can differtimat of natives even at very high levels of
proficiency. This divergence has been attributed to itkefaither in representations of the L2 syntax, othia
processing of these representations (e.g., Prévost €e\WWt000; Hawkins & Chan, 1997). Even when non-native
syntax appears to be native-like, it is unclear whetheunderlying representations and processing strategidsear
same as in native speakers.

We report two experiments which used syntactic primingnt@stigate language production in native
speakers and two groups of non-native speakers (intermedidtedvanced learners) of Spanish. Syntactic priming
is the tendency for people to repeat a syntactic struth@y have heard in an immediately preceding, but otberw
unrelated sentence (see Pickering & Branigan, 1999 foriewewatterns of priming are informative about the
nature of underlying syntactic representations (Brangjah., 1995), implying that the speaker possesses andbstra
representation for the persisting structure and that u@sostructure is facilitated through previous processing.
Recent research on syntactic priming (e.g., Ferr2d@3) has shown an inverse preference effect — more grisin
seen for less known structures than better known stegctBecause L2 learners have less experience withcignta
structures in the target language than a native speatkertddnguage, the procedures for processing these structures
will be weaker and we would predict more priming in nonveatthan natives.

In Experiment 1 a naive participant and a native Spamisfederate played a picture-description game in
Spanish; there were 12 participants in each subject grdwgedperimental cards depicted transitive actions. We
manipulated the structure of the confederate’s prime gtieri(e.g., Active (1) vs. Passive (2)). The identftihe
verb in the prime and target was also varied (Sam®iferent Verb) — repeating the verb has been shown to
increase priming effects in natives and we wanted ¢ohsmv this manipulation would affect non-natives. Our
dependent variable was the syntactic structure thatjmmits produced for a subsequent target picture.

The results showed an overall priming effect, whicteratted with Verb: Participants produced more
passive structures after hearing a passive structuraftestran active structure, and this tendency was straviyen
the verb was repeated (ps < .001). Although there wasleefiaiming for all groups, it was significantly strondar
non-native speakers (Priming effect: Intermediate kard5%; Advanced learners 54%) than for native speakers
(10%). The difference in magnitude of priming was significagtween native speakers and each group of non-
native speakers (p < .01); the two non-native speaker gdidpet differ from each other.

These results can be explained by non-native speakensghla@gs experience with processing syntactic
structures in the second language. The processing ofdtrastures is therefore more influenced by the immediate
context, making them more accessible following primingnthn native speakers. However, an alternative
explanation for the non-natives showing a larger pringifigct could be due to the nature of the task. The dialogue
situation could create a social pressure to conforing@peech of the interlocutor, which non-natives feelymore
strongly than natives. In order to remove this sgofaksure a second experiment was run which was idetdical
Experiment 1, except that participants interacted with rmpcter, rather than a confederate. There were 16
participants in each of the three subject groups. Therpatf results was identical: an overall priming effibett
was reliable for each group considered individually, butitmtly greater for non-native than native speakers.

Together, these findings imply that these L2 speakers diasteact representations for syntactic structures,
shared between comprehension and production. Howeveprticessing of these structures differed from native
speakers. Priming is predicted to be stronger in nonaagigakers because the processes involved in L2 production
are weaker, and the resting baseline of activatiortifese structures lower. They may therefore be paatigul
susceptible to a boost from previous activation (cfrtétaker & Kolk, 1998, for a similar argument regarding
aphasics). An additional factor to consider is thahaigh grammatical, the passive is an uncommon structure i
spoken Spanish. Priming is stronger for less preferradtates but if a particular structure is highly dispreferned b
a native speaker in a particular context, syntactic pignis not strong enough to overrule a strong dispreference
(e.g., Pickering, Branigan & McClean, 2002, found no primimdné&avy noun phrase shift constructions in English).
The L2 speakers in this study are presumed not to haveodedehative-like knowledge about the appropriateness
of the passive in Spanish, and so remain susceptipléning.

Future studies are needed to identify the exact causes aidieased priming effect in these non-native
speakers. We plan to investigate priming of other strustwhéch are more preferred by native speakers of the L2,
and also structures which exist only in the L2 and ndthénlearner’s native language.

Examples

(1) El tren persigue el camion The train chases the lorry
(2) El camiodn es perseguido por el tren The lorry is chased by the train
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Syntactic focus and first-mention status affect pronouroreference
Stephani Foraker
sma2l15@nyu.edu
New York University

Pronouns are a widespread, low-load means of keeping tfazkdiscourse focus, serving to link and
integrate appropriate incoming information with its reerdation. In a discourse, syntactically focused estdire
more salient than others [2], and experiments with n@hnase anaphora have shown a processing advantage when
the antecedent was syntactically focused [1]. Two matkd reading experiments examined the processing of
pronouns, addressing how syntactic focusing and posititinecdintecedent affected the prominence of a discourse
representation in working memory.

Drawing on the memory literature, a recent, just-praegstem is accessed more quickly than entities in
less recent positions, suggesting that the most raeemis in a specialized state of focal attention |[#jvestigated
whether syntactic focusing was consistent with threestype of memory state that a just-processed repréisenta
enjoys, and also whether an antecedent being firstiome [3] influenced syntactic focusing effects. If g#aane
focal state underlies both a syntactically focusedcadient and a just-recent one, then the respective pitnges
times at a coreferring pronoun area should be similailevthe case of a nonfocused and nonrecent antecedent
should be more difficult. This was tested by contrassiErgtences with a pronoun referring to an antecedenivisa
(1) focused and recent, (2) focused but nonrecent, (3) cusdd yet recent, and (4) nonfocused and nonrecent. The
focused antecedent in the first sentence appears belowld, with the target and spillover areas underlinethén
second. Slashes delineate the presentation regions.

(1) What/the/eldest princess/wore/wasltli@hond necklace/lt/glintedin the ballroom/of the palace.
(2) It was/thedldest princesawvho/wore/the/diamond necklace./$hatseyedin the ballroom/of the palace.
(3) It was/thedldest princesavho/wore/the/diamond necklace/dlintedin the ballroom/of the palace.
(4) What/the/eldest princess/wore/wasltli@hond necklace/Sheécurtseyedin the ballroom/of the palace.

Reading times on the pronoun revealed no significantrdiffes, while the spillover verb showed a main
effect of focus. Focused conditions were read more qutbldg nonfocused ones (433 vs. 454 ms). Comparisons
revealed that this effect was mainly due to the tworacent conditions differing significantly, as the famls
nonrecent condition had a faster reading time thamohéocused-nonrecent one (2 vs. 4: 430 vs. 457 ms). The two
recent conditions did not differ, and furthermore, thmiéed-nonrecent condition did not differ from either néce
one. This is consistent with focus increasing thevaitbn or prominence of a mental representationilaimo that
of recency’s influence on prominence.

The second experiment investigated whether syntactissifog alone contributed to prominence, or if the
combination of syntactic focus and the antecedenighiia first-mentioned item was key. Using the same design
the subject antecedent was moved from first-mentionsiliggo by embedding it within a matrix clause, as shown
below for the nonfocused-nonrecent condition.

(5) The nobles/recognized that/what/the/eldest pringess/was/thaliamond necklace/Shdcurtseyedin the
ballroom/of the palace.

Reading times on the pronoun revealed no significantrdiffees, but once again, the spillover verb showed
a main effect of focus, with focused conditions beingdrenore quickly than nonfocused ones (492 vs. 518 ms).
Comparisons showed that this effect was mostly dueettvio recent conditions differing (1 vs. 3: 496 vs. 531}, tha
is, when the antecedent was the third NP of the $iesttence. These results suggest that with a firstiomeak
subject introduced in the matrix clause, recency no loplggs a role for prominence within the embedded seatenc
Yet, centrally, focus is again sufficient to renderastecedent representation more prominent.

In both experiments, focusing an antecedent facilitatetiqum coreference, producing shorter reading
times for focused than nonfocused conditions. This previel@ddence consistent with a syntactically focused
representation being cognitively prominent. Howevee, ttho experiments showed mixed results for the role of a
just-mentioned entity being functionally in cognitivecdib attention, perhaps due to the first-mentioned matrix
subject overshadowing the embedded antecedents.
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Dependency and Length as Processing Constraints on Wordd2r in Particle
Constructions

Laura M. Gonnerman, Celina R. Hayes, Anne L. Jenkins
lag5@lehigh.edu
Lehigh University

Why do languages opt for the word orders that they do? dapautaces its verbs and other phrasal heads at
the ends of its constructions, while English generaliges heads to the left. Although English uses relatfiradd
word order, there are some structures that allow acehdror example, one can sayent with my friend to the
store or equally felicitously | went to the store with my friend.’

Recent research has begun to investigate what faictthuence word order preferences. Hawkins has
proposed that performance constraints drive languagesotsetword orders that minimize processing demands
(Hawkins, 1994, 2001). Experimental studies testing Hawkins’ grexdschave shown that the length of the direct
object noun phrasehe ballvs.the big blue and white balkffects word order preferences in dative constructions
with participants strongly preferring/fary threw me the big blue and white baty ‘Mary threw the big blue and
white ball to me’(Stallings, MacDonald, & O’Seaghdha, 1998). Additional corgtuslies have shown that the
complexity and newness of the noun phrase influences iogdgreferences (Arnold, Wasow, Losongco, &
Ginstrom, 2000).

In this study we examine ordering preferences in verbigmdonstructions in a comprehension task. Verb
particle constructions include a verb (eiprow) and a particle (e.gqut, up, on) that can either be produced
adjacently as irhe threw out the garbager separately (with an intervening object noun phrasdn he threw the
garbage out Verb particle constructions also vary in the degreghich the verb depends on its particle for its
meaning. For examplehew outdepends orout’ for its meaning while finish updoesnot get much of its meaning
from ‘up’ (see Gries, 1999, for a linguistic description of possibbeddency relationships). We tested the effects of
adjacency, dependency, and length on word order preferenaerb particle constructions. To determine
dependency, 200 undergraduates rated the similarity of 209 veitigaaerb pairs (e.glpok up-looR. We chose
75 pairs that varied in dependency as stimuli for a maskedimgiexperiment. Sixty native English speakers
participated in the masked priming lexical decision experimehtre low dependency itemfn{sh up-finish
produced greater priming than high dependency pailsw out-cheljy We then tested sentences varying in
dependency of the verb particle, adjacency, and lendihedhtervening noun phrase (shbis watchversus long
his old and broken watglon reading times in a self-paced reading task. Resulisaite that it is more difficult to
process shifted sentences with long intervening nounsphrhe man will give his old and broken watch away.
and this is especially true when the verb and partidéhiaghly dependeniThe company will rule the idea for new
renovations oyt Thus, word order preferences in particle constructisesaffected by processing constraints such
as adjacency, dependency, and NP length. These findingstshipmdins’ (1994, 2001) notion that word order is
determined by performance factors.
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The on-line processing of relative clauses in BraziliaRortuguese and English
Ana C. Gouved, David Poeppel, Colin Phillips®
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! SFSU/UCSF University of Maryland

It is well known that sentences with multiple centerbedded clauses are far more difficult to process than
sentences with multiple right-branching complement cka(igdler & Chomsky, 1963, and many others). However,
a number of studies of English have found that this génatian does not extend to cases of single embedded
clauses, where right-branching structures have been foumeimore difficult than center-embedded clauses (Hakes
et al., 1976; Holmes, 1973). Some recent accounts of fieit efedict that it is either cross-linguistically geade
(Gibson et al., in press) or specific to English, dughe apparent absence of the effect in off-line studfes
Brazilian Portuguese (Gouvea, 2003). This study presentssrdsuit parallel on-line studies of English and
Brazilian Portuguese that lend support to the language-gerca@int.

In order to distinguish between general versus languagdispauiounts, we conducted a fully parallel
self-paced reading study of relative clause processinggfidbrand Brazilian Portuguese. Target sentences in both
languages contained center-embedded (1) and right-branchisgbf@gt and object relative clauses.

(1a) The student that hugged the colleague with the longrwilted the teacher after the exam at the public
school. [center-embedded, subject RC]

(1b) The student that the colleague with the long hair higrmulted the teacher after the exam at the public
school. [center-embedded, object RC]

(2a) The teacher insulted the student that hugged the gudlesith the long hair after the exam at the public
school. [right-branching, subject RC]

(2b) The teacher insulted the student that the colleaghetlve long hair hugged after the exam at the public
school. [right-branching, object RC]

The BP results (n=30) showed that right-branching relatjwesented longer reading times than center-
embedded relatives, F1(1,29)=3.9, p=.05, F2(1,23)=7.6, p<.05. The Erggligts (n=25) showed a non-significant
tendency in the same direction. Clearly, neither laggushows evidence for increased difficulty in the center
embedded conditions, for subject and object relative etaalike.

Gouvea (2003) argued that the increased difficulty of rightiddreng single embeddings is due to the
ambiguity created in English right-branching relativesthoy availability of extraposition structures like (5). |
support of this account, Gouvea shows that extraposgianavailable in Brazilian Portuguese, and presentssesult
from an off-line study (RSVP grammaticality judgment tabidt shows that center-embedded relatives induce more
errors in Brazilian Portuguese, whereas right-branchéfegives induce more errors in English.

(5) Any girl;could break the table easily thitkes karate lessons.

In order to verify the role of extraposition in explaigithe patterns of difficulty, all participants in the on
line studies completed an acceptability rating questioenalihis study replicated Gouvea's finding that
extraposition is far more acceptable in English thaBriawzilian Portuguese. This excludes the possibility tuat
findings about the difficulty of relative clause procegsinight have differed from Gouvea’s due to differences in
the acceptability of extraposition in our Brazilian suitg.

In sum, these results lend support to accounts that lmklifficulty of single-embedded right-branching
relatives to an inherent syntactic or discourse prgprthese structures (Gibson et al., in press), asseppto
ambiguity-based accounts.
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The Costs of Maintaining Syntactic Predictions in Ambiguly Resolution
Daniel Grodner" & Edward Gibson?

dgjrodner@brown.edu

'Brown University,”"Massachusetts Institute of Technology

The nature and importance of syntactic complexity imcstiral ambiguity resolution is a controversial issue.
A number of investigators have suggested that structurdrpnees might emerge solely from lexical properties
(MacDonald, Pearimutter, & Seidenberg 2004; Spivey & Tanesnii898; Trueswell & Tanenhaus 1994). Contra
this position, Grodner, Gibson, & Tunstall (2002; GGT) adgtleat the number of syntactic heads required to
grammatically complete each partial analysis affediichv alternative is favored. In a reading study, GGT
embedded reduced relative clauses (RRs) which were tentypommnpatible with a main clause analysis (MV) in a
sentential complement (SC) (1a) or a relative claR€®) (2a). Within an SC, there is no difference betwthe
heads needed to complete the MV or RR when the ambiguiityroduced at the verb (one for each). Thus, non-
structural biases dominate parsing preferences. Howsithin an RC, a discrepancy emerges. The MV requires
one head while the RR requires three. Correspondin@y, fBund a reliably larger ambiguity effect within an RC
than an SC.

Although GGT’s results are suggestive, it is possible ttingit effects were driven by the complexity of the
RC environment. The RR in (1b) results in a doublyatkstructure and a verb prediction must be maintained over
the ambiguous region. This may impose an extrinsic metoad which attenuates the influence of semantic
plausibility. Analogously, individuals with larger memasgans are more sensitive to semantic and other non-
structural contraints (MacDonald, Just, & Carpenter 19@)nsistent with this, Eastwick & Phillips (2000) found
that individuals were less sensitive to thematic plalitsivhen the RR was embedded in a context where the
relative storage costs of the MV and RR did not diffeit,a subject-verb dependency crossed the ambiguous region.
While interesting, this result does not speak directl@®ir's hypothesis.

To test the GGT hypothesis directly, we conducted apseléd moving-window word-by-word experiment
comparing the resolution of temporarily ambiguous MV/RRteseces in sentential complements (2a) and indirect
questions (2b). All items were plausibility biased talvéite RR. The conditions were identical except that the
indirect questions were initiated by a wh-pronoun andstrgential complements by the overt complementizer
"that." In (2a), the MV and RR analyses each requsmgle syntactic head (an object for the MV, andrh fer
the RR). Thus GGT'’s hypothesis predicts little or gotactic bias and plausibility constraints should reduce
difficulty with the RR. By contrast, in (2b), the M\équires no additional heads, while the RR requires aaratb
an embedded gap position. Thus there is a structuraldvi@sd the implausible MV interpretation. To assess
difficulty with the RR resolution, reading times ovee ttlisambiguating by-phrase were compared to unambiguous
control sentences. These analyses revealed thpotarnily ambiguous RRs were significantly harder to prodes
an indirect question than in a sentential complem@&iis corroborates the view that the parser favceesatialysis
involving the fewest outstanding predicted heads even wherstructural factors militate in the other direction

Examples

Q) a. GGT MV/RR within sentence complement:

The witness said that the evidence (that was) exantyéte lawyer was unreliable.

b. GGT MV/RR within relative clause:

The witness who the evidence (that was) examinedeblathyer implicated turned out to be unreliable.
(2) a. MV/RR within sentence complement:

The witness determined that the evidence (that washieea by the lawyer implicated his next-door

neighbor.

b. MV/RR within embedded question:

The witness determined who the evidence (that was)iexanby the lawyer implicated in the crime.
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Using a Speaker's Eyegaze During Comprehension:

A Cue Both Rapid and Flexible

Joy E. Hanna, Susan E. Brennan
jhanna@ms.cc.sunysb.edu
State University of New York at Stony Brook

Eyegaze is a powerful potential disambiguating cue in mfielecommunication. Our 3 experiments
explored the time course and the flexibility with whidhistcue can be used in spoken dialogue. We balanced
naturalness and control in the following way: paireaive directors and matchers sat across a table teghagea
low barrier so they could see each other's faces twueach other's displays. Matchers' eye movements we
recorded with a head-mounted eyetracker, and directore' eegatured via the scene camera. Each display held
identical copies of the same objects (e.g., red/grdem/ dircles/ triangles/squares, with five or six dotgated
either (1) in a mirrored arrangement so that a what wakedalirector's right was to the matcher's left (Congruen
displays), or (2) in an arrangement that was not spatialrespondent (Non-congruent). Display types were
blocked, with Congruent displays for half the experimentl &ton-congruent displays for the other half
(counterbalanced for order). Directors followed norbae schematic cards in order to instruct matchershvhi
target objects to move and where to place them. @@inatrtrials, in addition to a target object (e.guydlkriangle
with five dots), there was a competitor (e.g., bluartgie with six dots) either next to it (Near) or asteavo spaces
away (Far), to be compared to trials with no samerammpetitor.

In Experiment 1, directors' non-congruent displays had tsbcanged in a circle rather than left-to-right
like matchers' displays, and both partners were madeeawarhen their displays were spatially correspondedt an
when they were not. Directors and matchers cootelihtheir eyegaze so that when directors referredjéztsh
matchers made their initial looks in the vicinitytbe objects they presumed the directors were fixatingribla&
Brennan, 2003). Matchers were faster to identify Farpaitors than Near competitors.

Experiment 2 was like Experiment 1, except that the non-cengdisplays consisted of reversed versions
of the congruent displays, so that what was to thetdireaight was to the matcher's left. Unlike in Evipent 1,
partners were not informed about the relationshipsdmivtheir displays. Directors and matchers coordirthtsd
eyegaze and used it as a disambiguating cue, but only wagmxperienced congruent displays first; when they
experienced reversed displays first, they tended to ignotegps’ eye gaze throughout the experiment, even when
displays were spatially congruent.

In Experiment 3, we repeated Experiment 2's design, but iefbrsubjects as to when their displays
matched and when they were reversed. In additiongdtaceslooking back and forth between target and competitor,
we modified the objects so that they could be distingdishere easily (e.g., a blue circle with the letté&E" vs. a
blue circle with "LM"). When they were aware of tii@pping between their displays, matchers were abbptdly
use directors' eyegaze as a disambiguating cue for botbredrand reversed displays. Eyegaze turns out to be a
flexible cue that can be used both rapidly and strategidating language comprehension.
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Agreement Processing in a complex number system
Annabel Harrison*, Rob Hartsuiker?, Holly Branigan®, Martin Pickering *
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Attraction effects, where speakers erroneously malertaagree with an intervening (‘local’) noun rather
than with the subject head noun, are well establishéfdplural local nouns; sentences like "The readinessipf
conventional forces are at an all-time low" arelvaflested (Bock & Miller, 1991). Similar effects haveently
been observed with singular local nouns (Haskell & Back_3).

It has been proposed that agreement processes are hatkeddistinction between ‘one’ and ‘more than
one’, where ‘one’ represents the default and ‘more tbae' represents the marked option (Eberhard, 1997).
Research has so far concentrated on agreement in eggtizat can only make a two-way distinction between
singular and plural. Does a binary markedness distinctsmnhenld for languages that have a more complex number
system? We report a study that exploited the 3-way numsination between singular, dual and plural in Slovene
to address this issue.

Under Eberhard's (1997) model, the singular form is unmarkiedyuldr heads should therefore be
susceptible to attraction errors, but singular local sahould not elicit attraction errors. Conversely, urtoer
model the dual and plural should both be marked forms, hiastitedual and plural local nouns should elicit
attraction errors, but dual and plural head nouns shouldenstisceptible to attraction errors when a singulal loc
noun intervenes.

Her model as it stands could not account for any difft@eretween attraction error rates following dual
versus plural head or local nouns. Such differences cowdddminted for if the model were modified to incorporate
a third level of markedness. According to Corbett (2000waidld expect the markedness to be ordered: singular <
plural < dual. This fits with the frequency of the numilues and also with the amount of homophony which each
has with other forms.

135 native Slovenian speakers performed a sentence camphketk. They were presented with a preamble
(a complex NP containing a head noun and a postmodifyinuwelclause) and an intransitive verb independently
rated as more plausible with the local than with teachnoun. Their task was to repeat and complete the geeamb
using the verb. The number values (singular vs. dual vsalplaf the head and local noun were orthogonally
combined, yielding 9 different conditions, as in the dwadisingular local noun example below:

Strica, ki ju je dkisl-@  hrupen-@ necak-@
uncle-md REL ACC-3d AUX.3s visit-PST-ms noisy-ms nepines
Two uncles whom a noisy nephew was visiting
Percent singular, dual and plural agreement errors inasulition (match conditions in bold)

Condition
Response| ss sd sp ds dd dp ps pd pp
sing 18.5 11.0 7.4 9.3 2.8 2.0
dual 0.7 9.7 1.6 3.8 21.0 5.3
plural 0.6 1.5 5.0 2.5 4.3 11.6
Table note. Condition ‘sp’ means singular head remohplural local noun; ‘ds’ means dual head naogusar local noun, and so on.

In common with previous studies, preambles containing eirigular nouns very rarely resulted in a
sentence with non-singular agreement. Plural headsmanelikely to result in dual agreement than singular heads
dual heads were more likely to result in plural agreentent singular heads; dual heads were more likely to result
in singular agreement than plural heads. Furthermore, duwakment was more likely in the singular-plural
condition than in the singular-singular condition, but dlagreement was more likely in the dual-dual condition
than in the dual-singular condition, suggesting that theepoesof the singular local noun diminishes random drift
towards higher number values.

Although the singular is least susceptible to errordqienrhatch (ss) condition, it acts more like a marked
form in local position, eliciting errors. The dual andral are neither the same, nor is the dual unambiguousky m
marked than the plural. Thus we can conclude that faibfragreement in Slovene neither follow the predictions
that can be derived from Eberhard’s theory nor the ptieds that follow from Corbett’s linguistic descripiio
Interestingly, there is a tendency for agreementitanfa way that results in a decrease in number, hatdrtumber
decreases by one step (e.g., from plural to dual, or duhto singular).
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Age-related Effects in Communication and Audience Design
William S. Horton & Daniel H. Spieler
william.horton@psych.gatech.edu
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Part of being a cooperative speaker involves tailoritgramces to suit the communicative needs of your
audience. Although a number of studies have explored themstances under which young adults engage in such
audience design (Fussell, & Krauss, 1989; Horton & Gerrig, 2002pH & Keysar, 1996), there has been relatively
little research examining whether older adults differhmw much they take their partner into account during
conversation. To the extent that audience design rghies the successful encoding and retrieval of partner-gpecif
information, older adults, who are more likely to exhibgficits in basic memory processes such as source
monitoring (Brown, Jones, & Davis, 1995; Spencer & Raz, 198@y be less able to adjust their speech to
particular addressees. To address this possibility, weedaout a study that would allow us not only to assess
possible age-related effects in audience design, but@bs@amine whether pairs of younger and older adults differ
in how they interact while establishing common groumidich necessarily forms the basis for subsequent partne
related adjustments.

This study contained two phases. In the first phases payounger or older participants jointly carried out
a referential communication task involving matching sétpicture cards. Over the course of six rounds, ths pai
were given the opportunity to develop common ground for took&lk about each of the pictures. Then, the second
phase of the study examined whether each of the partisipewuld use this common ground to adjust their
descriptions of the pictures depending on whether they taliiag to the same partner or to somebody completely
new. In this phase, both participants independently ibescia series of target pictures presented on a computer
screen, and prior to each trial they were visually doedvhether their description would be heard by the ertn
with whom they had worked previously or by an unfamifiartner. These cues consisted of digital pictures of the
partners’ faces. The pictures used to cue the familidngrawere taken at the start of the experimentalsessnd
subsequently incorporated into the presentation of theiexgetal stimuli. To cue the unfamiliar partner, wedise
one of two previously created pictures that showed awithdil from the same age cohort as the participant pairs.
Although the descriptions were not actually transmittetive partners, we went to some lengths to convthee
participants that the unfamiliar partner was a genuiaienparticipant and that the communication task wds rea

One set of analyses examines the processes by whighybunger and older pairs work together to
accomplish the card-matching task. In line with previmgearch using similar paradigms (Arbuckle, Nohara-
LeClair, & Pushkar, 2000; Hupet, Chantraine, & Nef, 1993), oldkits appear to require more words and more
turns to make each match, which may reflect qualitatifferences in how older adults approach this kind of task.
More directly related to audience design, however, istldrethe participants’ descriptions during the second,
computer-based task would be affected by the status phtitreer. Specifically, we are interested in how threent
and timing of the speakers’ descriptions differ accordintpéantended recipient. Preliminary analyses retretl
younger adults are more likely to produce shorter descrigptiad fewer hedges in their descriptions for the familia
partner, which suggests that they are designing theiranttes differently for the two audiences. Older adults,
however, do not appear make the same distinction betfagglar versus unfamiliar addressees—their descriptions
tend to be longer and more elaborated regardless ofothersational partner. Such age-related differences in
audience design have consequences not only for cognging,eut also for basic models of communication and
language use. In particular, these results support the legimtihat conversational common ground relies upon
domain-general memory processes.
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Chinese Counterfactual Conditionals
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Conditionals, which involve the operation of inferesdn logical reasoning, serve as an ideal probe for
investigating the interface between language and cognifitaims that the lack of grammatical subjunctives in
Chinese lead to impaired abilities in counterfactuadorang (Bloom, 1981) have received a good deal of attention,
particularly in the popular science literature on cogniti@.g. Pinker, 1994). Although some studies have
demonstrated that Chinese speakers are, in fact,abtartpetently carry out counterfactual reasoning (Au, 1983;
1984 & Liu, 1985), the possibility remains that Chinese spsaitesw a residual difficulty in the on-line processing
of counterfactuals. This study reports a reaction-titndysthat shows counterfactuals are effectively processe
line in Chinese-speaking individuals. Furthermore, it shtivat this is possible using less heavily contextually
biased materials than in the previous off-line studiegortant questions remain: in the absence of gramalatic
cues, (1) how are counterfactual discourses in Chinesegs®d online, and (2) from a developmental perspective,
how does counterfactual reasoning develop.

In order to address these questions, we employed Carp@ntdust’'s constituent comparison model (1975),
which required subjects to judge whether the meaning (imdupliesuppositions) of a target sentence is consistent
with that of a test sentence and to respond Yes @sNpiickly as possible. Although the meaning of conditsimal
Chinese may be context dependent (Li & Thompson, 1992kdftences used in this study, unlike those in Au &
Liu, were rendered unambiguously counterfactual by the pressran aspect markkr and negationmeiyou For
example, the counterfactual target sentence below haits adefault (i.e. decontextualized) reading only a
counterfactual interpretation. In this example, clauss e target sentence “If | hadn’t been late” presuppase
positive statement that “I was late”. Therefore, wheetest sentence like “I was late” is encounteredjests)
responses are expected to be Yes. On the other hand,aMest sentence like “| was not late” is shownthom
screen, a No response is expected.

Target sentencgounterfactual example):

Al Ruguo wo meiyou chidagj[chizi jiju bu hui  kaizou le ].
If 1 not Ilate, car then nobwid drive away ASPcompleted

“If I hadn’t been late, the car would not have driverag’

Test sentences

Wo chidao le. “I was late” (Yes for claus)

| late ASPcompleted

Wo meiyou chidao. “I was not late” (No foaake A)

I not late

Chezi kaizou le. “The car drove away” (Yasclause B)

car drove away ASPcompleted
Chezi meiyou kaizou. “The car did not drive awgyd for clause B)
car not drive away

A target sentence is presented first and then followeal test sentence. The time difference between two
onsets is 5 seconfeaction times and error rates were measured acressdbvelopmental age-groups in college
students (n=20 & mean age is 22), high school students (n¥€at age is 15), and elementary students (n=15 &
mean age is 12). There are two possible processinggitmte be arbitrated among. One is under the influehce o
the Congruent Principle which prefers a match in word order between the tageatence and the test sentence.
Under this scenario, the No trials would have fagtaction times than the Yes trials because a negaidoker and
the same predicate are included in both sentences. ébdoads processing mechanism is free from congruency
influences: subjects activate the true meanings of ediaatuals. In this model, the Yes trials would haweelo
latencies than the No trials. The observed resultodstrate that Yes trials in fact have lower lateadhan No
trials, suggesting that Chinese-speaking subjects havehleprin shifting to the counterfactual mode of reasgni
as readily as their English-speaking counterparts (Camer®é3). An age-group effect is also observed; speed and
accuracy of processing counterfactuals improved with ager Eates of No and Yes trials on counterfactuals for
elementary students are 24.5% and 14.3%, respectively;dlorsichool students are 21.5% and 18.3%; for college
students are 10.9% and 12.8%. We conclude that counterfacisahieg in Chinese is effectively processed online
without context loading. Moreover, the ability to praceunterfactuals continues to develop throughout late
childhood and into adulthood.
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Effects of Phrase Order on Sentence Processing in @kse

Double-object Structures
Lingyun Ji, Todd Haskell, Elaine Andersen, & John Hawkins
lii@usc.edu
University of Southern California

Much recent research on sentence processing has famusexical and discourse factors, raising questions
about whether there remains any significant rolesfanctural factors. However, some evidence suggestsistalict
factors do play an independent role (e.g., Grodner, Gjl&adrunstall, 2002). One construction where one might
expect effects of structural factors is the ditransitteastruction, exemplified by “Lingyun gave the paper to
Elaine.” Hawkins (1994, in press) has proposed that typolibgididferent languages prefer different word orders
depending on processing efficiency tied to structure (siiotaeight) factors, in addition to lexical and semantic
factors. For example, the order of NP and PP in a gigatence should depend on the relative weight of eatih, wi
head-initial languages like English preferring short-befong but head-final languages like Japanese preferring
long-before-short (in both comprehension and productiecause these sentence configurations allow earlier cue
to the phrase structure of a sentence in these lang@ggsis and production data from head-initial and head-final
languages have generally supported Hawkins' approach (e.dlingda MacDonald, & O’'Seaghdha, 1998;
Yamashita & Chang, 2001). However, such languages confoundiffeient factors: the basic order of phrases, and
the position of heads within those phrases. Incomdistead ordering languages like Chinese provide a crit@stl t
case. In Chinese VPs and PPs (including some 10s) asrally head-initial but NPs (including DOs) are head-
final. If the position of the phrasal heads is mogbontant, DO-before-IO order should be preferred, becduise t
results in the greatest degree of “Domain Minimizatifor"phrase structure processing (Hawkins, in press). Under
some conditions there should also be a preferencestoord-before-long order of the DO and 10.

The current study examined word-order preferences duringneentemprehension in Chinese using an on-
line self-paced reading task. Twenty-four native Chirspsakers read double-object sentences with a long DO and
short IO or a short DO and long IO, and with the DQxeding or following the 10 (e.g., 1, 2). Results reveelkar
and consistent preference for a short-before-long prdgardless of the relative order of DO and 10 (F(1,23)=30,
p<0.001). Surprisingly, effects of DO/IO order were weak ammbrisistent (F<1; F(1,23)=2.7, p=0.12 for the
interaction). Additional analyses suggest that, althouginése NPs are head final, comprehenders are sometimes
able to identify the phrase well before the head. Tedgls to novel predictions for both comprehension and
production. Ongoing work is testing some of these predition

Postverbal reading times (ms)

DO-before-I0O  10-before-DO
short-before-long 3196 3134
long-before-short 3256 3300

Examples

(Da. baba hui ji [gei xiao erzi] [ji zhang tamequanjia zuotian ganggang zhao de zhaopian].
Father will send to little son several CL thaeyhole-family yesterday just take DE photo

b. baba hui ji [i zhang tamen quanjia zuvotganggang zhao de zhaopian] [gei xiao erzi].
Father will send several CL they whole-familgtggday just take DE photo to little son
“Father will send to his little son several familygibs that they just took yesterday.”

(2) a. Zhangsan yao song [gei ta pengyou] [dajia dou reehiei haohe de zhongguo shangdeng chaye].
Zhangsan will give to he friend people alinkhvery delicious DE Chinese high-quality tea

b. Zhangsan yao song [dajia dou renwei tebie haohehdagguo shangdeng chaye] [gei ta pengyoul].
Zhangsan will give people all think very delicious [Chinese high-quality tea to he friend
“Zhangsan will give to his friend high-quality Chindgsa that people all find very delicious.”
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Reference resolution in Dutch:

What pronouns and demonstratives can tell us
Elsi Kaiser' & John Trueswell
ekaiser@bcs.rochester.edu
YUniversity of Rochester &University of Pennsylvania

According to many researchers, the form of referrixgressions is connected to the accessibility/topicality
of their referents: The most reduced referring express{erg. pronouns) refer to highly accessible referents,
whereas more marked expressions (e.g. demonstrativessjaééss accessible referents (e.g. [1], [4]). hgleages
with full and reduced pronouns, full forms are said to refdess accessible referents (e.g. [3]).

We investigate these claims in an eye-tracking studyubth, which has full and reduced pronouns and
demonstratives. The pronouindj (he) andzij (she) are used for masculine and feminine human refgrent
respectively. Interestingly, there is an asymmetityvben the masculine and feminine paradigms: there exists
reduced form ofij (she) in standard Dutchze— but the reduced masculine for@occurs only in colloquial Dutch.
Moreover,ie is a clitic and cannot occur sentence-initially []addition to pronouns, the demonstrative‘that’ is
also used for both masculine and feminine referents.

Accessibility-hierarchy approaches predict that thetmeduced forms within a gender (masculing=
feminine=z@ are used for the most salient referents, and lelsEed forms (masculine/feminingre, feminine=zij)
for less salient referents. This, combined with fihding that subjects are more salient than objects (2]),
predicts thathij is more likely to refer to a preceding subject titig and thatze is more likely to refer to a
preceding subject thazij (which is more likely to refer to a preceding subjeetridie).

To test this, we measured participants’ (N=16) eye-moxtsnas they viewed pictures while listening to
stories. Their task was to correct any mistakes & dfories. Each target item contained a sentence twith
masculine or two feminine human referents, followedHhwy critical sentence beginning witk/zij/hij/die (ex. 1).
These referential forms were spoken with neutral iation, i.e. they were not stressed. Target picturetaoued
two feminine or two masculine referents, resultindgor conditions: (1) masculine-masculilg, (2) masculine-
masculineDie, (3) feminine-feminin&e, (4) feminine-feminin&ij. The critical sentence was incorrect for both
referents, because we wanted participants to provide eughrtheir corrections — another measure of their
interpretations.

Eye-movements showed a pattern incompatible with egsaibility-hierarchy explanation. In the masculine
conditions,hij is significantly more likely to refer to the subjebtan die (p<0.05), as predicted. However, in the
feminine conditionsze andzij do not fit the predictions. Both are interpreted asrrifg to the subjecHlij, zeand
Zij show increased looks to the subject, whetBasloes not, resulting in a significant gender-pronoun iotena
starting approximately 400-800ms after the pronoun.

These results, combined with sentence-completion dateollected, suggest that in Dutch, the full form vs.
reduced form Ze/zij) choice is not triggered by referent salience, but thatpronoun vs. demonstrativieij(die)
choice is. Corpus data indicate that the use of thddiut zij may in fact be prompted by contrast (see also [6] on
the role of contrast in the use of Estonian full praim@l forms). Overall, these results show that differanaphoric
forms within one language can be sensitive to diffefactbrs, and their referential properties cannotapured by
a unified notion of salience.

(1) ...The student poked the teacher with a peHgiiDie/Ze/Zij was wearing a green sweater...
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Effects of prosodic boundaries on ambiguous syntacticailise boundaries in

Japanese
Soyoung Kang, Shari R. Speer & Mineharu Nakayama
skang@Iling.ohio-state.edu
The Ohio State University

Kang and Speer (2004) demonstrated that the prosodic bounfienyation was crucially used by listeners
in resolving syntactic clausal ambiguity in Korean.contrast to English, Korean has neither lexical strew
phrasally assigned pitch accents. In addition, Koreatasyiffers from English in that it includgso-drop, verb-
final structure and the presence of complementizers aftembedded clause, the combination of which conésbut
to ubiquitous syntactic clausal ambiguity. Given this, ¢gtand Speer argued that prosodic boundaries could provide
some of the most salient and reliable informatioaualthe structure of spoken sentences and potentially assum
fundamental role in spoken language processing in Korean.

Although Japanese shares many syntactic properties Ktban, its prosodic structure is distinctly
different, including lexically assigned pitch accents. @iggntactic similarity but intonational differences tested
to see if Japanese sentence comprehension relieosodfr boundary information as listeners understandasimil
ambiguities. Japanese materials were ambiguous senteititdhe same syntactic structure as those used in Kang
and Speer’s Korean study. For example, the two-word sesaitial fragment in (1) is ambiguous such that the
initial nominative-marked NP may be the subject diaitthe immediately following verb, or the senterinedf
main verb. Depending on the types of head nouns modifieeldve clauses, this fragment can be continued as in
(2), or as in (3). At the completion of the senten¢®sjs not ambiguous anymore (temporary ambiguity) w3)e
still shows ambiguity (global ambiguity). The criticalfdience for these two examples is that for (2), thtail
noun cannot be the subject of the following embedded whdrseas for (3) the initial noun may or may not e t
subject of the embedded verb. In addition, for the tymeptence (3ppro needs to be posited for the subject of the
main verb (3a) or of the embedded verb (3b) and theargfeof thigoro should be recovered from the context.

Examples

(1) Taro-ga nigeta ...
Taro-nom runaway ...

(2) Taro-ga nigeta shijin-o oikaketa
Taro-NOM run away poet-ACC chased
“Taro chased the poet who ran away.'

(3) Taro-ga nigeta mura-o osotta
Taro-NOM run away village-ACC attacked

a. “(Someone) attacked the village where Taro raly.awa
b. "Taro attacked the village where (someone) rary.awa

For these two types of sentences, an auditory perceptimly was conducted with 40 Tokyo Japanese
speakers. For each sentence type, participants heauifferent intonations, one with an Intonational FedlP,
henceforth) boundary right after the initial NP anddtteer with no IP at the same location. Immediatdigr each
sentence, participants indicated whether they understo&inice the critical distinction was which NP wae t
subject of the embedded verb, participants also answa@t@ehension question such as “Who ran away?”. There
were three response choices; el@rd’(NP1), ‘poet’ for sentence type (2) /‘definitely someatiger thariraro' for
sentence type (NP2), and finally ‘two are equally possible.” Results $entence type (2) showed significantly
more NP2 choices for the IP condition where syntaatitt prosodic boundaries coincided (90.8%), than for the nolP
condition (82.4%). Therefore, the absence of an IP bayrafter the initial NP induced more erroneous responses
By contrast, for sentence type (3), the presence ai¢ ¢d an IP boundary was used to resolve the syntactic
ambiguity. There were significantly more choices & thitial NP, Taro' (60.2%) when there was no IP boundary,
as compared to (33.7%) when there was an IP boundarg aathe location. Hence, the absence of an IP boundary
following the initial NP biased listeners toward theerpretation where the initial NP was the subjecthef
following embedded verb. The reverse pattern was foundNFor2 choices. There were significantly more NP2
choices (40.4%) when there was an IP boundary aftanitied NP than when there was no IP boundary (15.4%).
The very fact that listeners could pogib for the embedded verb is remarkable especially in biserece of any
preceding context. Once again, as in Korean, the redeitonstrated the fundamental importance of prosodic
phrasal structure to the assignment of syntactic ¢aesity during sentence comprehension, particularly icabe
of a head-finalpro-drop language.
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The influence of depicted event scenes on writtenmmprehension of locally

ambiguous sentences
Pia Knoeferle!, Matthew W. Crocker', & C. Scheeper$
knoeferle@coli.uni-sb.de
'Saarland UniversityUniversity of Dundee

Linguistic context has been found to influence comprebeansf written sentences (Crain & Steedman,
1985; Altmann & Steedman, 1988). Similarly, visual contexisu@i referential context, depicted agent-action-
patient events) have been shown to influence the ayddomprehension of locally ambiguous sentences
(Tanenhaus et al., 1995, Knoeferle et al., 2003). One ietetfm for the findings by Tanenhaus et al. (1995), and
Knoeferle et al. (2003) is that the visual scene fatdd the comprehension of typically disfavored sentence
structures, similar to the way in which a linguistiotaxt may reduce comprehension difficulty in reading.

In the present experiment, we investigate whether tieatéoonal eye-movement patterns observed in the
visual world experiments by Knoeferle et al. (2003) reflexleed processes of incremental thematic role-
assignment. The method chosen was cross-modal compi@mevhere written sentences were precededdnal
contexts. The aim was to clarify how cross-modal cahension proceeds at the visual-linguistic interfacmenl
and to confirm our interpretation of what eye-moverséntvisual scenes reveal about comprehension processes
Are they truly indicative of language comprehension pis&Es3In order to investigate this issue, we monitoyed e
movements while people were reading initially ambiguougliEim main verb (MV)/reduced relative (RR) sentences
after they had inspected a visual scene. The scenprét@ded the sentence either showed the events ddduayibe
the respective sentence, or did not display the evEh&e were hence four conditions, crossing the fatWissal
Context Type"(depicted event/no depicted event) with "®eetstructure” (MV/RR) (see Examples (1a), (1b), (2a),
and (2b)). The Depicted Event images (1) always showed¥emts, one described by the MV sentence (ballerina-
splashing-cellist), the other corresponding to the RiRs# (fencer-sketching-ballerina). When the sceneeshow
such events, thematic role-relations between thet@aaticipants were available from the scene prioeéaing the
sentence. If the depicted event scenes do indeed redupeetmmnsion difficulty for the RR clauses as compared to
MV structures in the Depicted-Event conditions (1) vetliesNo-Depicted-Event conditions (2), then this should
manifest itself in reduced reading times on the second pbrase/by-phrase of the RR clauses in (1b) versus (2b).

An analysis of data from 32 participants confirmed thas frediction was borne out. We found a
significant interaction of "Visual Context Type" and h&ence Structure" in Regression Path Duration on the
NP2/by-phrase region. Planned comparisons revealechthdifficulty associated with RR structures was smatler
the "Depicted Event" condition than in the "No Depideent" condition.

In addition, we found a significant interaction of "Vis@ontext Type" and "Sentence Structure" on the
post-verbal regionapparently with the opposite pattern. Reading times for this regvere longer for RR clauses
in (1b) than in (2b). We interpret this finding as indiiea of an earlier structural revision for RR clausel). This
finding further confirms that the visual context reducesl phocessing difficulty associated with RR clauses on the
prepositional phrase.

The results support the hypothesis that depicted agentrgmtitient events, and visual environments in
general, influence both spoken and written sentence erapsion. In particular, they provide clear support for an
interpretation of findings by Knoferle et al. (2003) imte of thematic role-assignment processes. Furtherag
indicate that results from studies which monitor aptitbry eye-movements in visual scenes do indeed reflect
processes that are not unrelated to those revealehbding-time studies.

Examples

Visual Context Type Sentence Structure
(1a) Depicted Event MV The ballerina splashed apparémtlgellist in the white shirt.
(1b) Depicted Event RR The ballerina sketched apparbytlye fencer splashed the cellist.
(2a) No Depicted Event MV The ballerina splashed apparéicellist in the white shirt.
(2b) No Depicted Event RR The ballerina sketched apparieynthe fencer splashed the cellist.
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The Modulation of Lexical Repetition Effects by Discouse Context:

An ERP Study of Coreference
Kerry Ledoux®, Tamara Y. Swaal}, C. Christine Camblin?, Peter C. Gordor?
kledoux@ucdavis.edu
YUniversity of California at Davi§DukeUniversity,?University of North Carolina

Coreference occurs when two linguistic expressions tefdre same thing. Coreference can be established
with a variety of linguistic forms, including pronounspeated names and repeated expressions. The use of repeated
expressions to establish coreference allows an igegisin of the relationship between basic processesood
recognition and higher-level language processes thatvimtbk integration of information into a discourse nhode
Swaab, Camblin, & Gordon (in press) used event-relathpals (ERPS) to examine whether repeated expressions
that are coreferential within a discourse context stimnkind of repetition priming that is shown in listsnmrds.
Unlike the result typical for word lists, in which repiein priming is increased when two words are presentae: m
closely (i.e., a lag effect), Swaab, Camblin, & Gardm press) demonstrated a reverse-lag effect for tegpea
coreferential names within a discourse; that is,lélgeeffect was reversed when the linguistic manipulatit
brought two words closer together made the antecedensephireguistically more prominent. The current
experiment uses non-coreferential (length- and gendehedtcnew names to provide an explicit baseline for
measuring coreferential processes during reading. ERRsresorded as participants read sentences (presented
with RSVP) like those shown in Examples 1-4, in whick Bubject of the sentence comprised a singular or
conjunctive noun phrase, and in which the critical exgioes(to which the EEG was measured; italicized in the
example) was either a repetition of the first-mentibaearacter in NP1 or a new name. For repeated néonasat
for new names), the amplitude of the N400 was reduced irahg@nctive NP condition (Ex. 2) relative to the
singular NP condition (Ex. 1) where the initial hame Vkéghly focused. This reversed-lag effect shows that
integration of a repeated expression is easier whenitie name is not in focus. When the initial namas highly
focused, relative to the new names (Ex. 3) no clear tietuof the N400 was found to the repeated name (Ex. 1),
which also is a reflection of the difficulty of menyointegration of the repeated name with a highly focused
antecedent. In contrast, when the initial name naasighly focused, we did find a reduced N400 to the repeated
names (Ex. 2) relative to the new names (Ex. 4), inidigahat, in the absence of clear linguistic focus, aitguk
names are more easily integrated than new namesse Thsults suggest that processes of coreference, takieh
advantage of information available in discourse orgdiozacan sometimes override the recognition and miainor
mechanisms for processing individual words.

Examples

Q) At the office Dennis moved the desk becdbsanisneeded room for the filing cabinet.

(2) At the office Dennis and Amanda moved the desk bedaesaisneeded room for the filing
cabinet.

3) At the office Dennis moved the desk becdiessterneeded room for the filing cabinet.

(4) At the office Dennis and Amanda moved the desk bechestrneeded room for the filing

cabinet.
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Noun Phrase Type and Referential Processing in Korean:

An Eye-tracking Study
Hanjung Lee, Yoonhyoung Lee, Peter C. Gordon
pcg@email.unc.edu
University of North Carolina at Chapel Hill

A great deal of research has shown that sentence exitypéffects are moderated by the types of noun
phrases (NPs) in a sentence. However, it is stifiatter of debate what characteristics of NPs caachgction in
processing difficulty. For instance, in a complexityrrgtstudy, Warren and Gibson (2001) found that complexity
of object-extracted relative clauses (RGs)y(, The reporter that you/the doctor met spoke very guickas most
reduced by having indexical pronouns (eyguy or 1) in the subject position within the RC.

Warren and Gibson propose that indexical pronouns impssefea load on working memory than other
types of referring expressions because they refer tiesrthat are immediately available and most acokssi the
comprehender’s environment. However, the simildraged interference account (Bever, 1974; Gordon, Hendrick
& Johnson., 2001) views indexical-pronoun effects in amiffeway. In a series of self-paced reading experiments,
Gordon et al. found greatly decreased difficulty in obg@dtacted RCs when the sentential subject and the subjec
in the RC came from different referential types (espen one was a name and the other was a common. nblis)
suggests that interference can occur when the critiealare of the same type.

The present study reports results from two eye-movemgoeriments investigating how and when the
accessibility and similarity of the critical NPs et the processing of complex sentences in Koreanthafinal
language with canonical SOV order. In Korean, it issfiibs to stack a large number of sentence initial WiEsout
causing severe processing difficulty. Further, Koreamography allows the visually presented word size to kb he
constant across types of NPs which greatly facibtatemparisons across conditions when using eye-tracking
methodology.

The first experiment tested center-embedded complemenmeclatructures to determine how the
accessibility and similarity of two adjacent subje®d\contribute to processing difficulty. We varied whethe
matrix subject NP and the embedded subject NP were proonouaiescriptions as shown:

Examples

(1) Kutul-i wuli-ka silhum-ul haysstako malhayssta.
They-NOM we-NOM  experiment-ACC ran said
‘Theysaid thatve ran experiments.’

(2) Uysa-ka haksayng-i silhum-ul haysstako malhayssta.
Doctor-NOM  student-NOM experiment-ACC ran said
‘The doctorsaid thathe studentan experiments.’

(3) Kutul-i haksayng-i silhum-ul haysstako malhayssta.
They-NOM student-NOM experiment-ACC ran said
‘Theysaid thathe studentan experiments.’

(4) Uysa-ka wuli-ka silhum-ul haysstako malhayssta.
Doctor-NOM  we-NOM experiment-ACC ran said

‘The doctorsaid thatve ran experiments.’

Both first-pass reading and rereading time data producedificsigheffect of the type of the matrix subject
NP, with the description condition taking longer to reldnt the pronoun condition in first NP and second NP
regions. Effect of the similarity of two adjacent jgab NPs were not detectable in first-pass times berew
significant in rereading times (longer rereading timestome type of NPs). In the second experiment pronoures wer
replaced with names. While no effects approached signife in the first-pass reading, there was a signtfican
interaction between the type of the matrix and embeddgec NP in rereading. These interactions showed that
reading time for matrix subject NP was elevated whenfal@wing, embedded subject NP was of a matched as
compared to non-matched type.

These results provide evidence that the referential fifrindividual NPs and the similarity of two adjacent
NPs both contribute to processing difficulty and thatilsirity-based interference occurs late in text integraand
comprehension process.
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On the Role of Pauses and Intonation in the Interpretabn Of

Sentence-Medial Parenthetical Adverbs in English
Yongeun Lee
ylee@northwestern.edu
Northwestern University

Commas and prosodic boundaries have been shown to tiffecesolution of closure ambiguities and
garden path sentences (Clifton 1993, Hill 1996, Speer et al. 1P&@ntially ambiguous adverbs in English such as
naturally in (1) have been presented (e.g., Jackendoff 1972) as aegtimple where commas and auditory breaks
are crucial to meaning, here distinguishing betwS8entential (1.a) andianner readings (1.b) of the adverbs.
Previous work, however, gives no empirical evidencehefrole of such cues in this type of ambiguity, relying
instead on intuitive data.

Q) Mr. Nathaniel River’'s grandfather (,) naturdllyrecited the old poems,
a. since of course he figured everyone wanted to hemardtiting.
b. you could tell from his delivery that he had beeskiled reciter.

Experiment 1 of the current study investigated whethernml(eparticipants) actually produce silent pauses
as a means of disambiguation (a pause was deemed to batpfdbe silent portion was never shorter than a
minimum duration taken to be equal to the average durafi@n antervocalic stop produced by the speaker
increased by four standard deviations). Surprisingly, paetical adverbs appearing in text with commas were not
reliably uttered with pauses and seldom formed autonomaasaiional Phrases (contra, for example, Nespor &
Vogel (1986)'s claim that they do so automatically). Mapasistently, talkers produced a pitch contour difference
between the two readings: a falling (H* L-L%) contourSentential intonation) for the adverbs with commasebut
rising (L*+H) contour (=M anner intonation) for the adverbs without commas.

A perception study (Experiment 2: 40 participants) further suppbett it is the FO difference, not pause
insertion, that most effectively steers the listénghe intended directions. In the experiment, listemere asked to
identify the best continuations to sentences like flfpur different prosodic conditions (see Table 1 beldvie
results show that the FO patterns were sufficient dicate prosodic boundaries, with or without silence,
demonstrating that pauses are redundant cues. Additionaliky previous work had divided adverbs into simple
Sentential orM anner-biased classes, the adverbs actually span aavige of reading preference levels. Thus for
some adverbs, their reading preference overrode that effmtonation.

The results above taken together suggest that (i) ther pgweommas and pauses as a disambiguating
means varies depending on the types of ambiguity involuedl more sophisticated prosodic contours may be more
important; and (ii) that factors other than prosodicscyspecifically inherent lexical biases factor, mghe verb
biases reported in e.g., Garnsey et al. (1997)), must m&deved in the discussion of the resolution of the
potentially ambiguous adverbs in English.

Table 1 Four Auditory Stimuli Types

SP SNP MP MNP
Sentential intonation + | Sentential intonation Manner intonation + | Manner intonation
250ms. pauses before | without pauses 250 ms. pauses before | without pauses
and after the adverbs the adverbs
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Constraints on Variables in Neural Net Syntax
Donald Mathis, Robert Frank, William Badecker
mathis@jhu.edu
Johns Hopkins University

Previous work has shown that Simple Recurrent Netw@RNE) can extract information from a corpus of
sentences sufficient to represent grammatical dependengib as subject-verb agreement (Elman 1993; Rohde and
Plaut, 1999). Impressive as these results may be, theratdeast two open questions about the form of the
knowledge that these networks acquire which remain ofgiidw structurally specific are the generalizations tha
SRNs learn about grammatical dependencies? To what degregRNs abstract over different structures to form a
unified generalization about a grammatical dependency? &) lekically specific is the knowledge SRNs learn?
Are grammatical dependencies learned as general reldt@ween constituents (or word classes) or as rektio
between specific words?

Human linguistic abilities are at their core based anable-containing generalizations—i.e., they are not
tied to specific lexical items or specific syntactiustures (Marcus, 2001). Knowing whether SRNs can form such
generalizations is therefore of considerable interestvaluating their suitability as a model of humanglzage
acquisition. To address these issues, we investigatedbtlity of SRNs to learn to assign reference to anaph
elements likénimselfin sentences likdohn saw himselfollowing the work of Joanisse and Seidenberg (2003). Our
training regimen was as follows:

Stage 1 We trained an SRN to perform word prediction on a comfusansitive sentences with subject-verb
agreement, recursively embedded relative clauses, aegivefpronouns. When the network error stopped
decreasing, the hidden units of this network were frozen.

Stage 2 A second SRN was added, using the hidden units of thenétaork as input. This second network was
trained to map words to their referents.

Motivation for this two-stage design derives from ttea that the first SRN induces a representation of
sentence structure in its hidden units. If this repregiemt embodies the actual syntactic structure, thehatild
suffice as input for learning the structurally defined eedents of reflexives.

The quantitative performance of this network on word ptami was comparable to previously reported
results: mean divergence error per word was 0.021 outsanfl®, ibsample. On the referent assignment task, the
quantitative results were quite good: 97% correct outsampy@idsample. Such numerical results do not speak to
the matter of generalization, though. Upon detailedrtgstive found that the network broke down on examples like
John who saw Bill likes himselissigningBill as the antecedent bimself Examination of the range of failures
revealed that the presence of the (non-constituergati sequendBill likes himselfwas the basis for these errors.
This suggests that the network has not learned a gesterefural principle (use a locally c-commanding subject) t
carry out reference resolution, as the presenceediisequences is irrelevant to such a principle.

To further investigate the network, we examined the stracf the representational space it induced by
comparing hidden unit representations for specific seateaatexts. For example, in the senten#d: who saw
Bill likes himselfandJohn likes himselthe contexts immediately preceding the woirdselfare equivalent in that,
according to the grammar employed, the contents ofvelalauses have no predictive relationship to whébva
them. Hidden unit representations for such equivalentegtsatvere compared in a set of 63 sentences in which the
subject, main verb, and sentence type (the presencstiauntiure of a relative clause) were systematicalheda
One might expect this set of points in hidden unit spactusier together according to subject, since the subject
the only predictive feature at that point in the secgerBut hierarchical cluster analysis and multidimeredion
scaling revealed that the representations of contextesponding to different sentence types were more gepara
than those representing different subjects. This finflintiper demonstrates that the network has learnedrtdida
the same syntactic relation differently in differegihtactic contexts.

Finally, we exploited the fact that the Stage 2 netwoms s pre-acquired representation of sentence
structure to test the lexical specificity of the net@®iconstraint on reflexive binding. In the training didastage
2, we withheld sentence-interpretation pairs in whidle of the names served as the antecedent for a veflexi
(which were not withheld in stage 1 training). Whenfiily trained network was tested on sentences in wtih
name was the reflexive's antecedent, it systemafiailled to provide a viable interpretation. This resulggests
strongly that the network’s generalizations are leicaecific, posing a cognitively plausible instance afrblis's
(2001)a rose is a ros@roblem.
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Word-order and prosody in the attachment of relative clausg in

Japanese
Michiko Nakamura®, Edson T. Miyamotd, Shoichi Takahash?
miyamoto@alum.mit.edu
INAIST, 2U. TsukubaMIT

An extensive literature has investigated the interpoetatf relative clauses (RCs) as in (1) (from Cuetos &
Mitchell, 1988). However, most discussions have beenicest to posthnominal RCs. In Japanese, the attachofient
prenominal RCs has been controversial because of ségtioa problems in self-paced reading experiments
(Kamide &Mitchell, 1997; Kamide et al., 1998). We report adeseof experiments that (1) confirm the local
preference in KM's items and (2) indicate that word-oroigr not implicit prosody has a critical role in RC
attachment in Japanese.

Experiment 1 eliminated segmentation problems in theawomdlative moving-window self-paced reading
presentation by showing the two head nouns in one rdgégion 2 in (2)), therefore making the nonlocal noun
available as early as possible. Results confirmegtbference for local attachment as (2b) was read fésta (2a)
in region 2 (F1(1,19) = 28.73, P < 0.01;F2(1,23) = 13.2, P < 0.01). lon®giand 4, nonlocal attachment was faster
in the participants' analysis. In region 3, we replidd®€-length effects found by Kamide and colleagues, whieh a
compatible with the proposal that implicit prosody afecomprehension during silent reading (Fodor, 2002).
Plausibility as measured by two norming studies does cunuat for reading times in any of the regions except
region 4.

Experiment 2 tested the importance of implicit prosody (Fod602). According to working memory
results, phonological effects (e.g., phonological sintifaand word length effects) are eliminated in the
memorization of word lists when participants repeat-semse syllables aloud (inner-speech suppression, ISS) by
preventing rehearsal in the phonological loop (Baddeley, 6@, summary). If implicit prosody is effected in the
phonological loop, it should be eliminated with ISS. Thi&s the case as some length effects observed sil¢ne
conditions were eliminated in the ISS conditions. Mehaless, we replicated the reading time patterns of
Experiment 1: initial local preference which revertstm-local preference at the end. There was noactien
between task and attachment in any of the regions., Thasody is unlikely to be the critical factor deterimn
attachment given that reading patterns remain the ssemewhen prosody is suppressed.

In (2ab), the complex object NP (headed by “fingerprisiscrambled to the front of the clause. Experiment
3 compared canonical (3b) to scrambled (3a) word-ordetts. S¥iambling, local attachment was faster (F1(1,31) =
4.77, P < 0.05, F2(1,23) = 3.77, P = 0.065) replicating Experiments 2,amdereas nonlocal attachment was
numerically faster with canonical order (F1(1,31) < 1; FZL~= 1.15, P = 0.29). The interaction (attachment x
word-order;Ps < 0.05) supports the claim that word-ordecigiaal factor in RC attachment, which we relai¢he
importance of the matrix predicate for the salienadefon-local noun (Frazier, 1990; Gibson et al, 1996).

Examples
(1) the daughter of the colonel [RC who suffered thedecti]
(2) (from Kamide & Mitchell, 1997; numbers indicate the oegi in the non-cumulative self-paced

presentation)
a. Non-local attachment

1 (RC) 2 (head nouns)
Hoosekibako-no sumi-ni  nokotteita hannin-rehimon-o
jewelry-box-gen corner-loc remained crimigah fingerprint-acc

3 (matrix subject) 4 (matrix predicate)

keisatsu-ga nantoka mitsukedashita.

police-nom somehow discovered

"The police somehow found the fingerprint of the anahthat remained in the corner of the
jewelry box.'

b. Local attachment
1 (RC) 2 (head nouns) (matrix subj) 4 (matrix predicate)
50dai dansei-to suiteisareru  hannin-no shimon-okeisatsu-ga  nantoka mitsukedashita.
50's male-as supposed criminal-gen fingerprint-potice-nom  somehow discovered
"The police somehow found the fingerprint of the anmhwho is supposed to be a man in his 50's.'

3) a. Scrambled conditions: RC head-nouns ixastibject matrix-predicate.
b. Canonical conditions:  matrix-subject RC dieauns matrix-predicate.
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On the Use of Structural and Lexical Information in Seond Language

Processing
Akira Omaki *, Ken Atriji
omaki@hawaii.edu
YUniversityof Hawai‘i at Mana, ’Shinshu University

Felser, Roberts, Marinis & Gross (2003) examined secamgubge (L2) learners’ resolution of relative
clause attachment ambiguity and argued that L2 processirgsdifom first language (L1) processing in that L2
learners can use lexical information, but not structimfalmation. The present study investigates whethkseFet
al.’s claim can be generalized to L2 processing of atbestructions. We show that the use of structuratimddion
is in fact attested in processing of subject and ob@tative clauses.

Traxler, Morris & Seely (2002) examined English native speleye-movement in processing subject
relative (SR) and object relative (OR) clauses, inctvlanimacy of the first and second noun is manipulatgd (
They found significantly longer gaze at the relativaistaregion in (1b) than in other three conditions. rEselts
indicate two things: (i) the parser uses structural médion that the English canonical word order is SVA a
hence a reanalysis is forced when the parser enceuth&enon-canonical word order as in OR (1b) and (1d)jibut
this reanalysis is facilitated when the sententidject is inanimate (1d), since an inanimate nounpisa Agent
and unlikely to be the subject.

These constructions allow us to examine whether stralcturlexical information (or both) is used in L2
sentence processing. The following predictions are made:

Prediction 1:
If L2 learners use only structural information, thell miocess SR (1a) & (1c) more easily than OR (1b) & .(1d)
Prediction 2:

If L2 learners use only lexical information, they willocess relative clauses in which the verb has anae
external argument (1a) & (1d) more easily than (1b) & (dioge animate nouns are good Agent and likely to be
the subject.

Prediction 3:

If both types of information are used, SR (1a) & (1d) bé processed easily, and reanalysis induced in OR (1d)
will be facilitated since the sentential subject {goar agent. Thus, (1b) will be perceived as more comphax t
other three conditions.

Forty-four advanced Japanese-speaking learners of Engpilsta tsentence complexity rating questionnaire,
in which they read English sentences and rated theiplexity on a five-point scale. In this task, the rgtis
assumed to reflect the maximum intuitive complexity inalilaring sentence processing (cf. Warren & Gibson,
2002).

The results show that Prediction 3 is borne out: (13)nated as significantly more complex (p<.001) than
other three conditions which did not differ significantieplicating the L1 eye-tracking data in Traxler e(2002).
Our findings indicate thaboth structural and lexical information are used in L2 processing (i) SR was
processed easier than OR by structural information,(®n@R caused reanalysis but it was facilitated in (dg)
lexical information. The results suggest that L2 procgsirsimilar to L1 processing, in contrast to Felsalels
claim.

Examples
Q) a. Animate-Inanimate SR
The musician that witnessed the accident angered theepai a lot.
b. Animate-Inanimate OR
The musician that the accident terrified angered thiegmoan a lot.
C. Inanimate-Animate SR
The accident that terrified the musician angered tliegmoan a lot.
d. Inanimate-Animate OR

The accident that the musician withessed angered titempan a lot.
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Individual differences in online syntactic

processing in monolingual adults as reflected by ERPs
Eric Pakulak & Helen Neville
pak@uoregon.edu
University of Oregon

Recent studies (Weber-Fox et al., 2003; Yamada et al., 200&)imdicated that event-related potentials
(ERPs) are sensitive to specific aspects of linguistaficiency within the population of normal monolingual
English speakers. Previous studies concerning individutdrelites in adult native speakers have primarily
focused on differences in working memory (Friedericile1 898, Just and Carpenter, 1992).

The present study seeks to determine whether individuatelifes in linguistic proficiency are reflected in
brain organization for language within a population ohmarnative speakers of English. The ERP paradigm used
was designed to highlight individual differences: participamith a wide range of educational backgrounds were
recruited from the community; sentences were semdlgtisad syntactically simple so as to reduce working
memory demands; and the sentences were presented audhery modality so as to eliminate possible literacy
confounds. Participants were given three subtestseof é¢ist of Adolescent and Adult Language (TOAL-3) and the
composite standardized scores were used to form two gridupd.2). Low proficiency participants averaged below
the 25" percentile on each subtest, while High proficiencyipients averaged above thé™ffercentile. Stimuli
in the ERP paradigm consisted of naturally spoken Engligh“dabberwocky” sentences, the latter formed by
replacing open class words with pronounceable pseudoword®s BRre recorded to insertion phrase structure
violations and averaged to the critical word in eachiesee (underlined):

Examples

English: Betsy can eat the apple at fhask.
*Betsy can eat the apple at that thagk.

Jabberwocky: Bapfa can eeg the agger atpiltis
*Bapfa can eeg the agger at that thils

English - Anterior Electrodes

> A

High Proficiency

F4W B Sy
/ EAN
F7W$ﬁ FBM F4W§$‘% F8W%m

— 2.5 wv — .... at THIS park.
P [“2# P

N Low Proficiency

L3 s, ... at_that THIS park.

Syntactic violations in both English and Jabberwoakyditions elicited an early anterior negativity (EAN)
followed by a late centro-parietal positivity (P600). thne Jabberwocky condition, the EAN was bilaterally
distributed for both groups. In the English condition, E#éN in the High proficiency group was focalized ovet lef
lateral anterior sites, while the effect elicitedtlire Low proficiency group was more widely distributed asrieft
lateral and medial and right medial anterior sites.viBus research has suggested that computational demands
related to syntactic difficulty may be reflected in maxidespread neural activity reflecting the recruitmeint o
additional resources (Just et al., 1996). The presentgesiggest that while both groups may recruit additional
resources in processing syntactic violations with rediusmmantic information, Low proficiency speakers may
recruit additional resources in processing simple spoketersgas in their native language compared with High
proficiency speakers.

In the High group, the P600 in Jabberwocky was reduced comparedglish, lending support to the
hypothesis that the P600 indexes in part an attempt ahtiemeanalysis in the face of a syntactic errbhe P600
effect for English was larger and more widespread irHigh group than the Low group, suggesting a difference in
the extent to which the two groups attempt a reanalsés faced with a syntactic error in their nativegaage.

The results suggest that both later, more controllecepsaes and syntactic processes thought to be early and
automatic (Friederici, 2002) might be sensitive to individiiti€rences in linguistic proficiency within a population
of normal monolingual speakers.
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Distinguish the indistinguishable: Frequency-based analysed N40O0 effects
Dietmar R6hm*, Matthias Schlesewsky, Ina Bornkessef, Stefan Friscl, & Hubert Haider *
roehmd@mailer.uni-marburg.de
'Philipps University Marburg’Max Planck Institute of Cognitive Neuroscience, Leipzig,
3University of PotsdanfUniversity of Salzburg

The language processing system is often confronted wiifict engendering events that require resolution.
The enhanced processing costs thus arising have longibeéro gain insight into comprehension mechanisms. A
promising methodological approach to this area of resehecame available with the advent of event-related
potentials (ERPs), which provide not only precise temlpoesolution, but also various dimensions for the
classification of processing conflicts (e.g. polarthpography). A seminal finding in this regard was thatcixi
semantic processing difficulties consistently elicttemtro-parietal negativity peaking at 400 ms post criticaidw
onset (N400). However, more recent findings have casttdombthe association between the N400 and a
homogeneous set of neural processes. Studies examiningl metitmetic and face processing have shown that the
N400 is not confined to language. Furthermore, it has bketed by linguistic manipulations independent of the
lexical-semantic domain. We present a way of disentagdlie relation between linguistic domains and ERP1sffec
via the analysis of EEG frequency characteristicaviBus work indicates that activity in different frequgbands
may correlate with distinct linguistic subdomains (Roedtral., 2001). Here, we show that two sentence-lef6DN
effects that are of distinct linguistic origin but indigfuishable in terms of latency and topography are desistaci
via frequency characteristics. To this end, we reaedlye data of an ERP study in which two N400s were \agser
(Frisch & Schlesewsky, 2001). The first (Fig.1, C) formed jph a biphasic N400-P600 pattern in (ill-formed)
German sentences with two subjects (1), whereasettand (Fig.1, B) obtained in grammatical sentences avith
inanimate subject (2).

Three measures were applied: evoked power (EPow), wholer g@gWPow), and phase locking index (PLI).
EPow measures the proportion of evoked EEG activity apexific frequency band relative to critical stimulus
onset. WPow measures the total power in a frequenay. Bdre PLI measures the degree of inter-trial variation
inphase between the responses to critical stimuli &wedeby quantifies phase-locking of oscillatory activity
irrespective of its amplitude. This method allows faldissociation of the two N400 effects engendered by a case
violation and an animacy violation, respectively, ethiare indistinguishable in terms of classical ERPsumess.
Whereas linguistic problem detection is associated witta band activity (~3.5-7.5 Hz), conflict resolution
correlates with activity in the delta band (1-3 Hz)eTdata further differentiate between the neuronal psougs
mechanisms involved in different types of conflictalaton on the basis of frequency characteristics (poxse
phase locking). Irresolvable processing conflicts leaaht@bandonment of processing as reflected in an imteedia
reorganisation of the comprehension system, thereligiggirise to a higher degree of phase locking. Effortful
conflict resolution, by contrast, engenders a higheradegf whole power by way of the additional processirsd. co
The measures applied here therefore not only provideferadifiation of ERP components in terms of different
frequency bands, but also shed light on the underlying nafuhe processing mechanisms drawn upon in conflict
resolution.

Examples

(1) Peter / fragt sich, / welcher Arzt / der Jagerdlge hat.

Peter asks himself, [which doctggk;[the hunterkyg;praised has
(2) Peter / fragt sich, / welchen Arzt / der Zweig $toeift hat.

Peter asks himself, [which docteg; [the twig]sus;brushed has

—A) GRAM-AN
------ (B) GRAM-IN

8 | 1 = = = = (C) UNGRAM-AN
Figure 1.
References
Frisch, S. & Schlesewsky, M. (2001). The N400 indicates pnablof thematic hierarchizinbleuroreport 12,
3391-3394.

Roéhm, D., Klimesch, W., Haider, H., & Doppelmayr, M00Q1). The role of theta and alpha oscillations for
language comprehension in the human electroencephalolyeumoscience Letter810, 137-140.



CUNY 2004 Saturday, March 27: Poster Session I 151

Children’s Comprehension of Japanese Topicalization

and the Role of Referential Context
Tetsuya Sano
sano@lItr.meijigakuin.ac.jp
Meiji Gakuin University/University of Maryland, Colledeark

Japanese canonical active sentences have an SO\omdard Young children (age 3-6) have difficulties in
comprehending non-canonical scrambled OSV sentencespmsiruing them as if they were SOV (Hayashibe 1975,
K.Sano 1977). However, Otsu (1994) demonstrated that Jap2+aesk4-year-olds can comprehend scrambled
OSV sentences without problems when the scrambled ehsasntroduced in previous discourse and it is
accompanied by a definite marker sono ‘that’. In théper, | inquire into what is required for children’s
comprehension of Japanese object topicalization seegemvhich have non-canonical OSV word order, but also
carry a topic particle wa attached to the object phrase

There have been no previous studies that have examipaoaedz children’s acquisition OSV topicalization.
By examining this construction, we can reevaluate Oftuings. One might think that the topicalization marke
wa would aid in children’s comprehension of OSV sentencBut it is not sufficient that the initial phrase b
marked as a topic. My results show a similar resulttt'®: children need a context to comprehend OSV sergence

In this experiment, | tested Japanese children’s compséabreof active SOV (the control), scrambled OSV,
and topicalized OSV sentences in two environments$ionit discourse context or sono and with discourse context
and sono. Following the earlier studies mentioned alibeeexperiment consisted of an act-out task, in wadaan
child was presented stimulus sentences (with 4 typesrb§vand asked to act-out what the sentences meant by
manipulating toy props. The subjects were divided into dvwaups: Group A were given stimulus sentences in
isolation, and age-matched group B were given with discaursigxt and sono.

Results are provided in Table 1. Children in group A performoorly with topicalization, indicating that
an initial topic phrase is not sufficient for childremjood comprehension of non-canonical word order. rirast,
children in the group B, for whom the discourse contexd aono were provided, performed very well with
topicalization. These results demonstrate that childieed a discourse context and a definite marker sortreon t
initial phrase to comprehend non-canonical word ordére topicalization marker wa is not sufficient itself.

Our results give support to Meroni & Crain’s (2003) claimttbhildren’s performance in syntactic
processing can be improved when there is support of néifgreontext. Also, our results show that young chitdre
do not lack grammatical knowledge of scrambling and topiattin, confirming the Continuity Assumption of
grammatical competence (Pinker 1984, Crain&Wexler 2000).

Table 1: Correct Response Rate of the Act-out Task

Group A

Age Active Scrambling Topicalization
6 (N=9,mean 6;3) 94.3%(33/35) 75.0%(27/36) 61.1%(22/39)
5 (N=7,mean 5;5) 96.4%(27/28) 74.1%(20/27) 57.2%(16/24)
4 (N=7,mean 4,;6) 78.6%(22/28) 50.0%(14/28) 28.6%(8/28)
3 (N=2,mean 3;9) 100%(8/8) 62.5%(5/8) 37.5%(3/8)

Group B

Age Active Scrambling Topicalization
6 (N=9,mean 6;3) 97.2%(35/36) 100%(36/36) 100%(36/36
5 (N=7,mean 5;6) 100%(28/28) 92.9%(26/28) 100%(28/28
4 (N=7,mean 4,;5) 89.3%(25/28) 85.7%(24/28) 82.1%(23/24)
3 (N=2,mean 3;10) 87.5%(7/8) 75%(6/8) 75%(6/8)
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The Cost of Enriched Composition: Eye-Movement Evidere from German
Christoph Scheeper§, Sibylle Mohr?, Frank Keller®, Mirella Lapata*
c.scheepers@dundee.ac.uk
YUniversity of Dundee®Saarland University'University of Edinburgh?University of Sheffield

Reading research in English has shown that the pragesfiogical metonymy as in “The student began
the book” is costly compared with, e.g., “The student ribee book” (McElree et al., 2001; Traxler, Pickering, &
McElree, 2002). An explanation for this is that the iptetation of “began the book” requires type shifting & th
object noun (“book”) into an event representation (&bggan reading the book”), a mechanism also known as
enriched composition (cf. Pustejovsky, 1995).

The present experiments were designed to answer two mmpaiestions(A) Are the results explainable
in terms of subcategorization preferences? (Corpus ceugtgest that many verbs of thegintype prefer VP over
NP complements)(B) Does a manipulation of the subject-NP contribute ® d¢bst of enriched composition?
(Sentence completion results suggest such an influendsgpzta, Keller, & Scheepers, 2003).

Our main experiment was an eye-tracking study in Germampising six conditions (see literal
translations below): (1) contains a metonymic vég),and (3) non-metonymicontrol verbs, and the (a) vs. (b)
versions refer to the subject-NP manipulation. Notd,tin German, a potential complement verb of “begd)”
would have to occur in clause-final position (e.g. “Thelent began the book with great pleadorecad); early
processing difficulty around “the book” in (1) would therefdre difficult to explain in terms of a subcategorization
preference violation (contrasting with English, whareomplement verb would have to follow the matrix verb
“began”).

The materials were pre-tested by means of plausibilitygs and sentence completion studies assessing the
predictability of the object noun (“book”). Reading tinmiesthe critical regions (verb, object-NP) were gsatl in
two steps. First, we conducted multiple regression armlyih reading time per region as criterion and number of
characters, plausibility, and object-predictability agdmtors. Second, comparisons between conditions were
performed orresidual timegraw reading times minus predicted times from the multigigessions).

The residual time analyses revealed a reliable ineriegsrocessing load for the metonymic verb conditions
(1) as compared to the control conditions, (2) and (Biclwwas particularly prominent in residual regressiot-pat
duration on the object-NP and residual total time onvére (i.e., clearly before the clause-boundary, wimere
effects were foundts < 1). This can be taken as a replication of previesslts from English.

Interestingly, there were no significant effectstu subject-NP manipulation - not even in (2) or (3). An
analysis of raw reading time (where the expected suljeotffects in (2) and (3Jid show up) suggested that this
was due to the fact that residual times were adjustepldaisibility differences across conditions (plausibilitsts
found to be a significant predictor of raw reading timeninltiple regression; calculating residual times obviously
eliminated the effects of the subject-NP across ciumdi}.

Hence, with respect to questif®), we conclude that influences of the subject-NP on nggtilne do not go
beyond plausibility. With respect to questi@y, we found that previous results from English are unlikelye due
to a subcategorization-preference violation upon encaoagtéthe book” in (1) — the present German findings
cannot be explained in this way. At first glance, it @péhat our German data could be construed as sonw sort
temporaryambiguity or prediction effect (locally, “the book” may be the object of gan” or of a predicted
complement verb of “began”); however, the absenaveh just a marginal effect at the clause boundary suggests
that no complement verb was predicted in the first plabés also explains why our German readers performed a
(‘potentially unnecessary’) type shifting operation uparcaeintering “the book” in (1): apparently, there is a
subcategorization-preference independent tendency talliyitnterpret “the book” as direct object of “begaiiri (
line with findings from Pickering, Traxler, & Crocker, 2000aken together, we conclude that converging results
from German and English provide strong support for theafastriched composition.

Examples

Q) The {a. student, b. author} began the book with gpésisure,..
(2) The {a. student, b. author} read the book with gresagqire,..
3) The {a. student, b. author} wrote the book with girdagasure,..
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Saying what's on your mind: Working Memory effects on syntadt

production.
L. Robert Slevc & Victor S. Ferreira
slevc@psy.ucsd.edu
University of California, San Diego

When speakers produce sentences, they tend to use systaattures that allow them to mention easy-to-
remember things earlier and difficult-to-remember thilagsr. One way to explain such accessibility effectss a
working memory (WM) effect: In order to reduce load oMV¢peakers ought to produce items that are more active
in WM sooner and produce items that are less actishh later. If so, individual differences in speakers’ WM
spans should affect accessibility effects. Specificalbeakers with smaller WM should be less able to taaira
constituent in WM especially when WM is otherwise thxand thus those speakers should not produce highly
accessible things earlier, compared to speakers wigerar untaxed WMs.

In Experiment 1, speakers saw and remembered a list afdvwds (e.g., manager excuse). They then saw
a single word (e.g., excuse) and indicated if it was ornikial list. On critical trials, the single wordas one of the
first two, thereby making it more accessible. Speattes saw a sentence onset, and produced a sentent¢batith
onset that then included both words from the list atgtart of the trial. WM-load was manipulated by hgvin
speakers produce sentences with short subjects (in et foagment; The employee told...) or long subjects (The
employee who spent last night partying told...). We used diamesplit on speaking-span-task performance
(Daneman & Green, 1986) to classify speakers into lod-ragh-span groups.

The accessibility manipulation was effective, as obB#6 of the forgotten post-verbal NPs were the
accessible word, whereas 84% of the forgotten words aatre Speakers with low-WM-spans were influenced by
accessibility only when under a low load (with sharbject NPs), whereas speakers with high-WM-spans were
influenced by accessibility only when under high loadhisTshows that accessibility effects emerge onlynite
relevant items can be maintained in WM, and whenetlieenough of a WM load to make an accessibility-based
strategy advantageous.

Experiment 2 assessed these issues in a more naturpéistidigm. Speakers described dative-eliciting
pictures (e.g., a pirate giving a nurse an apple) in respgorfseard questions about the subject of a picture, which
was described with a short NP (What's going on withpiihate?) or a long NP (What's going on with the pimsité
the peg-leg?). Speakers then read one of the post-WéBml(apple or nurse), thereby making that NP more
accessible, and then described the relevant picturbeoguestioner. High-span speakers produced syntactic
structures with accessible NPs earlier, both in arswigh short and with long subjects. Low-span spealteoa/ed
this accessibility effect only for sentences wittord subjects and not for sentences with long subjedtere the
high load presumably overwhelmed WM. Furthermore, thadition where speakers did not use accessibility
effects was also the most disfluent condition, suggestiagaccessibility effects are, in fact, relatethi difficulty
of sentence production.

Together these experiments show that availability pdations affect sentence production when WM is
likely to be involved, and that the way in which ashility manipulations affect production depends on WM
capacity.
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Structural Focus and Prosodic Focus in Hungarian
Elisa Sneed
elisa@northwestern.edu
Northwestern University

One special property of language is our ability to highliggrtain elements of what we say, making them
more salient than other elements. This is calledu$.” In a language like English, one of the major ways
indicate focus is prosodic accenting. However, is tlame role for prosody in languages which have a special
syntactic position for focused items (e.g. Hungarian)@ irivestigate this question, the present study examined
Hungarian sentences with elements placed in topic and fogsitions, varying the information status of these t
elements.

Neutral word order for Hungarian is SVO. Sentencesreolmgpthis structure are completely unmarked in
the discourse; they can be used to begin a narratisenaw topic (Horvath 1986), they contain no presupposed
information, and the focus position remains empty. cBytrast, in focus sentences in Hungarian, a postdverba
element is preposed to the syntactic focus position uiatedy to the left of the verb. The topic, if presdatls in
sentence-initial position preceding the focus element.

In this experiment, ten target sentences containinly édbpic and a focus were each embedded in three
different contexts, which varied with respect to thierimation status of the elements in topic and focustipasi
The passages were produced by a native speaker of Hungadiimeatarget sentences were then excised from each
scenario. Nine other native Hungarian speakers listents excised target sentences and were asked to raatch e
sentence with one of the three contexts.

Acoustic analyses of the speaker’s productions reveales ttifferent intonation patterns for the three
different contexts: (a) when the topic was new andfdhes old, there were downstepped H*+L accents on both
topic and focus, with primary stress on the focus; (fs¢mwthe topic was old and the focus new, there was & L*+
accent on the topic, H*+L on the focus with primaryess on the topic; (c) when both were contrastive,stime
accent pattern as (b) but with a prosodic boundary battiesetopic and the focus and a fully deaccented verb.

In the perception task, the three prosodies were pedcas/significantly different from each other both by
subjects and by items (F1(3,9)=16.415, p<.001; F2(3,10)=4.991, p<.05). Adtitiahe renditions were matched
to their contexts more accurately than chance by sisbfind by items (A: t1(9)=1223.17, p<0.005; t2(10)=7.02,
p<0.005; B: t1(9)=545.05, p<0.005; t2(10)=8.29, p<0.005; Context C: t1(9) = -761.80A<{R2(10)=4.86, p<.001).
Context A received the highest percentage of correpbnsgs, followed by context C and finally by contextTB.e
information structure that was easiest for subjeciddntify was when the topic was new and the focusolds

The results of this study show that even in a languatfe fatus and topic positions, prosody is used to
indicate different information structures. That is, eea use different accent patterns in different contexd,
perceivers can use the prosody to recover the infoomatiatus of topic and focus elements. Interestingly, th
prosody seems to interact with the syntactic positisitece there was not an invariant contour used fir bew
topics and new foci, for example
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The Role of Verbal and Spatial Working Memory in Relative Cause

Attachment Preferences
Benjamin Swets, Timothy Desmet, Zachary Hambrick', and Fernanda Ferreira
ben@eyelab.msu.edu
'Michigan State UniversityGhent University, Belgium

An influential finding in psycholinguistic research isaththe resolution of the relative clause (RC)
attachment ambiguity (as in 1) varies across languagegisk, for instance, reveals an NP2 preference it tha
speakers tend to interpret the RC in (1) as being aboatdttress” (Cuetos & Mitchell, 1988). Dutch speakers, on
the other hand, show an NP1 preference and tend tgietedhe RC as being about “the sister” (Brysbaert &
Mitchell, 1996). The present study was designed to showinldatidual differences in working memory (WM)
capacity can account for a significant amount of vargain the RC attachment preference. In addition, weoesgbl
whether the predictive power of reading span in sentemro@rehension is explained by domain-specific skill or by
a domain-general factor. In particular, we evaluated lndrateading span predicted English attachment preferences
independently of a non-verbal measure of WM capacity.

We used an individual differences design that measured witlMalsing a variant of the reading span task,
spatial WM using the spatial span task, and RC ambiguggtatient preferences using an off-line questionnaire
with 20 experimental items. As is standard in individualedéhces research, our sample was relatively large (N =
150), and we presented the stimuli in a fixed order to afigi@ants to avoid participant x order interactions.

The two measures of WM correlated significantly wittche other as well as with attachment preferences
(Table 1). The positive correlation between spatiahspad reading span is consistent with accounts of WM
hypothesizing a domain-general WM factor. On the oth&nd, while reading span did predict attachment
preferences after controlling for spatial span, thees wo relationship between spatial span and attachment
preferences after controlling for reading span. Theeefeading span may correlate with attachment prefesamat
because it reflects a domain-general factor, but bechaie involve some of the same specific processes
(MacDonald & Christiansen, 2002). In short, although thveaie evidence in this study for a domain-general WM
factor, this factor alone did not account for the elation between reading span and attachment preferences.

Although a weak overall NP2 preference (53%) was foundrabats suggested that participants high in
reading span (high-spans) drove this tendency. Table 2abedi¢chat high-span participants displayed an NP2
preference, low-span participants an NP1 preference, &hdpans no preference. According to Mendelsohn and
Pearlmutter (1999), who found similar results for objecs RCs possible that low-span participants only rethe
head NP of the subject, whereas high-span participanésdmough WM capacity to keep track of both the head and
the modifier. Preliminary analyses of data collectedutch have revealed that greater WM capacity leads to
increased preference for NP2 attachments, just asdfisBnThe fact that the individual differences result be
generalized to a language that normally shows an NPIr@nefe suggests that an appeal to working memory may
not be apt as an explanation for the cross-linguisti@mtian in attachment preferences. Neverthelessrahelts
highlight the importance of appropriate sampling in studiesttachment preferences, and they provide evidence
that parsing strategies may be affected by working meowmrgtraints.

Example
(1) The sister of the actress who shot herself erbtticony was under investigation.

Table 1. Correlations
(**p<.01, p<.05)

Spatiplad Attachment Preferences
Reading Span 416** -.338**
Spatial Span -- -.193*

Table 2 Percent NP2 Attachments as a Function of Performance dhe Reading Span Task
(data presented categorically for simplification—stat&@tanalyses were performed on continuous data)

High Span Middle Span Low Span
% NP2 attachments 67 51 41
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Long tails of reading time distributions modeled by a sélorganizing parser
Aaron Schultz', Whitney Tabor?, and Miguel Moreno'
tabor@uconnvm.uconn.edu
YUniversity of Connecticut

Symbolic models of sentence processing usually make ativadaliocess assumption. For example, garden
path sentences are thought to take longer to read bedauwsdlition to the normal parsing process, there is a
reanalysis process.

Real reaction time data exhibit variation. The simpdegymentation of the additive model assumes gaussian
noise is added independently to each process. This pradictally distributed reaction times with garden pathing
associated with increase in both mean/mode and varianc

It is well-known, however, that reaction time distrilons are typically skewed, with a quick onset and a
long tail. The hard conditions of a task increaseskwsving without necessarily adjusting the mode [1]. Sornoe pr
approaches have argued that the skewing stems from thengeesf different kinds of underlying processes: the
convolution of a normal and a exponential distribution €¢xgaussian distribution) has fit the data well in some
studies (eg., [2]). [3] note that dynamical, self-orgargjznodels that posit interactions among processes épiaul
time scales predict that the log of reaction time gthdugd approximately normal (i.e., the distributions are
approximately lognormal) and they show close fits to ffata word-identification studies.

We collected self-paced reading data on control sentébagsnd garden path sentences (1b) from both a
self-organizing model and human subjects.

In the model, perception of each word activates a fragjofea syntactic tree which seeks to combine with
the fragments activated by other perceived words to foparse. Gaussian noise in the activations resusteswed
reaction time distributions with the garden path caspgfdducing a positive shift in both mean and variance.

We examined human reaction time distributions acrosscymts and items at the four word region
starting at the disambiguating verb (“frayed"). We comghdine best-fitting (maximum likelihood) self-organizing
model to the best normal, exgaussian, and lognormafifiding that the self-organizing model was closer ® th
data than the normal model. The lognormal and the exgaufit better than the other two models (and were
comparable to each other). We conclude that theosgdfnizing model is closer to the mark than the additive
process model and thus looks promising as way of expligiterstanding the source of the structure of reaction
time distributions in sentence processing. Includingramtiions at more levels of linguistic structure (e.g.,
orthographic/phonological, semantic, pragmatic) may impits/performance.
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Examples

(1a) When the boys climbed the rock the rope frayedytzad broke apart.
(1b) When the boys climbed the rope frayed badly ankebapart.
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(Lack) of context effects during lexical ambiguity resoltion
Roger P.G. van Gompé|, Jamie Pearsof
r.p.g.vangompel@dundee.ac.uk
YUniversity of Dundee, UK2University of Edinburgh, UK

We present an eye-movement reading study to investigatguestions. Firstly, is there competition during
lexical ambiguity resolution? Previous studies have shthat balanced ambiguous words preceded by neutral
contexts (e.g., “pupil” in [1]) are harder to read than upigoous words (e.g., Rayner & Duffy, 1986; Duffy et al.,
1988).

(1) Peter mentioned the pupil, so we heard.

This is consistent with the claim that competiti@tvieen meanings causes processing difficulty. However,
the frequency of the unambiguous words was matched witlsutmmed frequency of the two meanings of the
ambiguous word. Hence, the frequency of each meaningmbadalf that of the control word, which may have
caused the reading time differences.

We therefore compared balanced ambiguous words in neatrxts (1) both with words matched for the
summed frequency of the meanings as well as with wordshed for the frequency of a single meaning.
Ambiguous words were read slower than both summed frequemtysingle meaning controls. The difference
between ambiguous words and single meaning controls ieditfaat the meanings of ambiguous words compete.

Secondly, is competition modulated by preceding contexts@ntrast to other studies on balanced words,
we investigated negative contexts such as that in (2¢hwhake one of the meanings implausible.

(2) Peter supported the pupil, so we heard.

According to context-sensitive models (e.g., Kellas & ¥A99; Martin et al., 1999; Tabossi, 1988), a
biasing context has an immediate effect on ambiguitflugen. Therefore, competition in (2) should be reduced.
In contrast, according to models that claim that useoofext is delayed (e.g., Swinney, 1979; Tanenhaus et al.,
1979), competition in (1) and (2) should initially be similam fact, if context is initially ignored during the
selection of a single meaning, ambiguous words in angasintext (2) may be harder than ambiguous words in a
neutral context (1). The processor may initially geflbe implausible meaning in (2), but this results inidifty
when the reader discovers that the selected meanimglisusible.

Reading times for the ambiguous word did not differ in (IJ é2), indicating that competition occurred
regardless of the preceding context. Furthermore, reatkds more first-pass regressions from the ambiguous
word in (2). This suggests that readers ignored contextglthianselection of a single meaning and that difficulty
occurred because they discovered that the selected rgemasrimplausible. In order to make sense of the semten
readers made a regression.

Our results support competition models which claim thateffiect of (negative) contexts is delayed (e.g.,
Swinney, 1979). They are also consistent with thedexed access model if one assumes that context can only
increase the activation of a meaning, but that a negabntext cannot decrease it (e.g., Duffy et al., 1988).
However, the results provide evidence against non-cotiyeetnodels (e.g., Hogabaum & Perfetti, 1975) and
context-sensitive models (e.g., Martin et al., 1999; Tsib@988).
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Constraint defeasibility and concurrent constraint satisaction in human

sentence processing
Shravan VasishtH, Christoph Scheeper§ Hans Uszkoreit, Joel Wagner, Geert-Jan M.
Kruijff
vasishth@coli.uni-sb.de
'Saarland UniversityUniversity of Dundee

Hakes (1972) was the first to show that increasing headidepe distance in English can facilitate
processing, and later studies found similar results fom@er(Konieczny 2000) and Hindi (Vasishth 2003) in a
variety of head-final constructions. Based on the Gerrstudies, Konieczny (2000) suggests that processing is
easier just in case the predictibility of an upcomindpvsrgreater.

By contrast, Discourse Locality Theory (Gibson 2000) mtsedan increase in processing difficulty with
increasing distance, but only if the intervening eletmémtroduce new discourse referents.

These two views appear to be irreconcilable giverdtte, but we argue that two distinct constraints apply
during processing, verb predictibility (we define thisrasréased activation of a predicted verb type) and rdferen
building cost, and that either constraint can dominmateilting in a processing speedup, or both can apply and cance
out each other's effects, resulting in no differengarotessing difficulty.

A self-paced reading study was carried out in which thal firoun phrase (NP) was either followed
immediately by a verb selecting for it (1a), or théslvand its dependent NP were interrupted by an adverba(1b),
genitive NP (1c), or a prepositional phrase (1d). In (1H)-the verb immediately followed the interrupting phrase.

(1) a. Der Junge, der [den Lehrer, der den Direktor toafgidigte, flog von der Schule
The young-man, who the teacher, who the dirextd, insulted, fled from the school
"The young man fled from the school who theheainsulted who the director met.'

b. ...der den Direktor NEULICH traf,...
c. ...der den Direktor DES GYMNASIUMS traf,...

d. ...der den Direktor BEIM ABSCHLUSSFEST traf,...

The results showed a significant slowdown at the viedf"'only when the genitive NP preceded it (1c vs.
la); in the other cases (1b,1d) there was no differenoeading time at "traf" (compared to 1a). By contrast,
eyetracking study conducted previously and using the sameiatai@fasishth, Cramer, Scheepers, and Wagner,
2003) showed a significant speedup at the verb only wheadtrerb was intervening (1b vs 1a).

The divergent results in the two experiments are natnipatible if, between the two methodologies
eyetracking versus noncumulative self-paced reading, oelatter taps into memory-intensive effects such as
referent-building and referent-maintaining costs. Thosile explain why the genitive NP resulted in a slowdown at
the verb in self-paced reading but not in eyetracking.

Taken together, and in conjunction with earlier resfitten Hindi and German, these two experiments
suggest that (i) when an intervening element predictsrla but introduces no discourse referent (adverb), verb
processing is facilitated, (i) when an interveningreat introduces a discourse referent but does not predécba
(genitive NP), there is increased difficulty at thebyeand (iii)) when an intervening item predicts a vefdDA
introduces a referent (PP), the two constraints ¢agaeh other out. We argue that this explanation engail
architecture where constraints apply concurrently arravprocessing load is determined by the net effeail of
constraints applying at given point during parsing: opposingtcaints that apply in a given context can neutralize
each other’s effects.
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Linguistic Focus and Discourse Representation: Evidendeom Rereading
Peter Ward, Patrick Sturt
peter@psy.gla.ac.uk
University of Glasgow

The role of linguistic focus in reading is currently uacleResults in the eye-movement literature have been
inconsistent across studies. For example, Birch anddrRd$0897) found that readers slowed down when reading a
focused region of a sentence, while Morris and Folk (1988)d the opposite result (with both sets of results
showing effects in relatively late eye-movement mees like total time). However, most of the reported
experiments used different sentence frames for difféoent conditions, which could potentially have affectesl t
eye-movement measures.

We report findings from an eye-movement experiment usiegraading paradigm (Raney & Rayner,1995).
Participants read a text twice, with the possibilitypoé word changing between the first and second text géspla
We were particularly interested in fixation behaviottlie second display, which we expected to vary as a éumcti
of focus, in conditions where the word changed.

In the current experiment, participants had a secondakydadetecting the word changes, which were
always to a semantically similar word. In (2), theevwaucksackchanges tbackpack Following the context in (1a),
we consider this word to be in a focused position becatitke embedded questiomhich woman.), which
implicitly sets up a set of alternatives in the disceuepresentation. This results in focus being assigntbek tiP
the woman carrying the rucksack/backpatk2). The worducksack/backpacis crucial in answering the previous
embedded question. The non-focus context sentence (1b)tdidvethis property.

In two other conditions (focus/no-change, non-focusimange) the worthackpackappeared in both first
and second displays. Note that the content of theakigecond sentence is identical across conditiotisisecond
display.

Examples

Da First sentence: FocusWe all wondered which woman was the new employee.
First sentence: Non-focusWe all wondered where the new employee was going.

(2) 2nd and 3rd sentences (both focus conditions, witthange)
The woman carrying the rucksablckpack looked a bit lost.
In such a big building it's so easy to lose your way.

In the second text presentation focus interacted widingé: readers made a higher total number of fixatioms on
changed critical word than an unchanged one, but only Whemword was in focus; there was no effect of change
for unfocused words. Similar effects were found in frass reading time and skipping rate. Analysis ofiteetext
display investigated whether this focus effect could beaixed by low-level perceptual factors, i.e. whether
rucksackwas simply fixated more often or for longer on firsadimg, leading to deeper initial encoding. However,
this was not the case. Reading times and number ofitsatvere not affected at all by focus in the firsipdy.

These results support a model where focus enhanceswleofedetail with which lexical information is
maintained in the discourse representation (see alsbebtal, in press). They are not compatible with nwahich
emphasize the effect of focus on initial perceptual mseEeduring reading.
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Effects of the locality of syntactic dependencies on eyeovements in reading
Tessa Warrert and Daniel Grodner
tessa@pitt.edwdgrodner@brown.edu

YUniversity of Pittsburgh / LRDCBrown University

Much recent work argues that working memory bottlenecksaarimportant source of on-line sentential
complexity effects (Gibson 1998; Gordon, Hendrick and Joh@80i; VanDyke and Lewis 2003). However, the
supporting evidence is almost exclusively from self-pacading experiments. The limited window methodology
typically used in such experiments does not permit pardfpvegiew or allow readers to reinspect earlier parts o
sentence, a common response to difficulty when readifigs serializes the input in a way that may impose an
unnatural burden on the processes which maintain ancpmaté partial linguistic representations, resulting in an
overestimation of the influence of memory limitasoon sentential complexity.

The present experiment investigates whether memorlebetks account for syntactic complexity effects
on eye-movements. We adapted stimuli like (1) from Gmqdwéatson, & Gibson's (2000)(GWG) experiment
testing the integration cost metric of Gibson’s (1998pddelency Locality Theory (DLT). GWG found that the
difficulty in processing a word, indexed by self-paced reatlings, is strongly affected by the length of the mater
intervening between the word and the position upon which dependent in the partially interpreted structure.
Dependency lengths were varied by manipulating whethesethience'’s subject headed an object-extracted relative
clause (RC) (1d,e,f below) or not (1a,b,c), and whetthemost-embedded subject was unmodified (1a,d), modified
by a prepositional phrase (1b,e) or by an RC (1c,f).dgrkeatest variation in dependency length occurs at thigéxma
and embedded verbs.

Q) a. (The nurse) (scolded ) (the aide) while ...

. (The nurse) (from the clinic) (scolded) (the aidbjle ...

c. (The nurse) (who was) (from the clinic) (scold@h® aide) while ...

d. (The aide who) (the nurse) (scolded) (helped) (thdighehile ...
e
f.

O

. (The aide who) (the nurse) (from the clinicp(ded) (helped) (the medic) while ...
(The aide who) (the nurse) (who was) (from theic) (scolded) (helped) (the medic) while ...

While complexity due to dependency length is captured by thiésDntegration cost metric, the DLT also
predicts complexity due to storing predictions for requiredasfit categories. This storage cost metric did not
predict self-paced reading times in GWG. However, stocages may be evident in more natural reading, when
readers can reread structures that they had difficulty kgépimemory.

In the current experiment, second pass and total readieg éflected the influence of both integration and
storage costs. Dependency length accounted for over 5€9¢ wfriance in regression path duration, second pass,
and total reading times at the verbs, replicating thiepafound by GWG. Storage costs accounted for over 35% o
the variance in second pass and total reading timesativegions of the sentence. Regression patterrvgeshan
interesting dissociation. The percentage of first pagsessions out of a region was correlated with storagts c
(r’=.18, F=6.2, p<.05). Integration costs were not relatétisaneasure. The opposite was true for regressioms int
a region. The percentage of regressions into theregibns was correlated with integration coét(f3, F=19.0,
p<.01), but storage cost did not predict the percentage afsstgns into any regions. This suggests that upon the
introduction of a new dependency, readers reinspected pseviegions, possibly to better consolidate the
dependency structure of the current partial parse in mebefoye moving on in the text. In contrast, readarsew
more likely to reinspect the conclusions of longer depecids. This may reflect a broad tendency to look fadick
points in the text where there was difficulty integrgtim word into a mental representation. This eye-trackin
evidence corroborates and extends previous results, deatorstthat memory effects in complexity are not
dependent on a limited window display.
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Adjectival Modifiers and Reference Resolution:

When Prosodic Focus Matters
Andrea Weber, Bettina Braun, & Matthew Crocker
aweber@coli.uni-sbh.de
Saarland University

Previous eye-movement studies have shown that listeestablish referents in sentences as soon as
adjectival modifiers uniquely identify them (e.g., [1]). #uearmore, Sedivy and colleagues [2] found a preference to
interpret modified nouns contrastively. They observediezasaccades to a second referent when it formed a
contrastive set with a first referent than whedid not. Surprisingly, Sedivy and colleagues did not find etebf
prosodic focus over and above the use of adjectival negslifl his could be because the first referent had lableed
relevant prosodic marking. The present study therefotedtéise use of prosodic focus for the resolution of eefes
ambiguity again, crucially changing the prosodic markindneffirst referent (narrow rather than broad focus).

Experimental displays contained a first referent (redkya® contrastive second referent (green book), a
non-contrastive second referent (green shirt), andraalated distractor object. First, 32 native Germaeriiexrs
were told in German to “click on the RED book”. Narrgwosodic focus on the color adjective, as indicated by
capital letters, is appropriate given that the displayains a contrasting object (green book). Second, bssanere
either told to click on the other member of the castive set (green book) or on the non-contrastivecbligreen
shirt). Prosodic focus in the second instruction wtseeion the adjective (narrow focus in 1(a) and (b)rothe
noun (broad focus in 1(c) and (d)):

Examples
Q) Click on the RED book.

@) Now click on the GREEN book.
(b) Now click on the GREEN shirt.
(c) Now click on the green BOOK.

(d) Now click on the green SHIRT.

It was predicted that narrow focus in the second instnucstrongly marks the upcoming referent as
belonging to the contrastive set (green book), wheyazed focus should not bias the interpretation. Indeduatim
1(a) and (b) only fixation probabilities for the corsttige object (green book) increased immediately afigctive
onset, prior to noun onset. In 1(b), the increaséxatibn probabilities for the non-contrastive objégteen shirt)
was delayed until after noun onset. Narrow focus appareaited the significance of objects that belong ® th
contrast set. Contrary to Sedivy et al., we only tbancontrastive interpretation for color adjectiveemwmarrow
focus was given in the second instruction. In the bfoads conditions (1(c) and (d)), immediately after adyecti
onset both the contrastive and the non-contrastijecbwere fixated. The increase in fixation probaiesitfor the
non-contrastive object in 1(d) was not delayed. Theltesuggest an interplay between the preference forasint
sets and the use of prosodic focus. Whereas broad foctlsedirst referent in Sedivy et al.’s study could not
modulate the interpretation of subsequent prosodic focuspw&ocus in our study could. In sum, listeners not only
interpret color adjectives incrementally, taking theueil context into account, but use prosodic focus immegiatel
resolve reference ambiguities.
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Interaction between Subject Type and Ungrammaticality in Dably Center-
Embedded Relative Clauses
Carol Whitney, Amy Weinberg
cwhitney@cs.umd.edu
University of Maryland

It is well known that a doubly center-embedded relatia@ise (RC/RC), such as (1), is very difficult to
process. Associated phenomena are: (2a) An ungramnmREERIC in which the second verb has been dropped, is
judged to be as, or more, acceptable than the grammegicabn (V2-drop effect) [1,2]; (2b) When the innermost
subject is a first- or second-person pronoun, an RC/&&ns less complex (N3-type effect) [3]. We have
investigated whether there is an interaction betvieese factors.

In a self-paced reading experiment, we crossed the N3-fjijpgrammaticality. N3 was a name (1), a first-
person pronoun (2b), or a third-person pronoun with aaefdB). Each N3-type appeared in grammatical and V2-
drop sentences. In the region following the final veegading times increased for grammatical sentencep@au
to V2-drop sentences) only under the name condition, atidig that V2-drop was felicitous only under that
condition. These results suggest that the prediction ¢iéRrred by N2, the outer RC’s subject) was maintained i
the pronoun conditions, but not in the name condition.

The leading account of complexity, the Dependency Locahgory (DLT) [4], has difficulty in accounting
for these effects. Under the DLT, the highest intégnatost is incurred at V2. However, this cost is inedrupon
encountering V2, and cannot explain dropping V2's predictiorr poi®2’'s occurrence. Furthermore, the proposed
mechanism of the N3-type effect (that integration é@gjreater across a new discourse referent than &opsev
discourse referent) was not supported in an experimerghlofethat assumption [5]. Thus the DLT cannot
adequately explain the V2-drop and N3-type effects, or thtbraction.

In contrast, we propose a model in which structuralofacto explain these phenomena [6]. Subjects of
incomplete clauses are stored in serially in syntatticking Memory (WM) on successive temporal “slots"aof
underlying oscillatory cycle [7]. At the conclusion bEtinner RC, the representation of N3 should be delsted f
WM (i.e., inhibited). Therefore, WM is searched foe tcorresponding syntactic structure. For example, whes N3
a name, a search for a full-NP subject of an RCrisezhout. In general, WM read-out is initiated onlyted start
of a cycle, to preserve ordering information. Becaudd féms are accessed consecutively, N2 is encountered
before N3. In the name condition, N2 matches the beaiteria, since N2 is also a full-NP, RC subjecteiiiore,
the search is terminated and inhibition is prematundiated at N2, thereby deleting both N2 and N3 from Vg,

a result, only the matrix subject remains, and V2-droprhes felicitous. In the pronoun conditions, N3's syritact
type differs from N2, so N2 does not match the seaiitérier. Therefore, deletion of the inner RC proceenisectly
(leaving N2 in WM), and V2-drop is not felicitous.

Examples

(1) The vase that the man that Sue dated bought fehefhelf.
(2) * a. The vase that the man that Sue dated falhefShelf.
b. The vase that the man that | dated bdeghdff the shelf.
(3) According to Sue, the vase that the man that steel d@ught fell off the shelf.
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Bilingual Sentence Processing: Relative Clause Attachmeint Basque and
Spanish
Eider Gutierrez Ziardegi', Manuel Carreiras® and ltziar Laka®
vha00031@va.ehu.es
'EHU/University of the Basque CountAniversity of La Laguna

I. Monolingual studies have shown that relative clautgclhment ambiguity, illustrated by the sample
English sentence in (1), is resolved in different wayspeakers of different languages. In English, theranisak
tendency for the relative clause to be taken as madifthe syntactically lower noun phrase, the actrassinb
Spanish, a significant preference for the relativesgao modify the higher noun phrase, the lover, has foead
(e.g., Cuetos & Mitchell 1988, Carreiras & Clifton, 1993, i€ans & Clifton, 1999). Readers in other languages
showed either a high attachment advantage in Dutchi{@eys& Mitchell, 1996), French (Zagar, Pynte & Rativeau,
1997) German (Hemforth, Konieczny & Scheepers, 1994), dsaweh low attachment advantage in Italian (De
Vincenzi & Job, 1993; De Vincenzi & Job, 1995)

Il. Here we present a study on relative clause attashpreferences for Basque, where we have found a
strong low attachment advantage. Basque is a headdimglidge, and therefore, it has pre-nominal relativeetaus
(see example in (2)).

In order to investigate attachment preferences fos thpe of sentences in Basque and Spanish a
questionnaire study was carried out with Basque-Spanisigbdls. Relative clause ambiguous sentences were
presented in Basque and Spanish to 4 groups of subjectdin@)dds from birth received each language from each
parent. (b) Basque dominants received only Basque up amgthef 4 years (both parents spoke Basque with them),
(c) Spanish dominants were exposed only to Spanish up tagth of 4 and (d) Spanish monolinguals, who where
born in the Basque Country but has not contact witlyBas

Il. For the group of Basque dominants (b) our data shoveighéficant Low Attachment preference both in
Basque (78,68%) and Spanish (59,69%). The same pattern waedltaithe group of birth bilinguals (a) (Basque:
(78,75%; Spanish: 65,83%). Data for Spanish dominants showadifoom attachment preference. Data will be
discussed in terms of current models of relative clattaetament (Frazier’s (1987) Garden Path Theory, Cuetbs an
Mitchell’'s (1988) Tunning Hypothesis, Frazier and Cliftof1996) Construal, MacDonald, Pearlmutter and
Seidenberg’s (1994) Constraint-Satisfaction model, Gi$888) SPLT and Fodor (1998)) focusing specially on
bilinguals’ syntactic processing.

Examples

(1) Someone shot the lover of the actress [thatomate balcony]
(2) Norbait-ek [balkoi-an ~ zegoen]  aktore-a-remaitale-a tirokatu zuen
someone-Erg balcony-Loc was-Comp actor-D-Gewer-D shoot did
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