CYCLIC EFFECTS ON THE CP EDGES HINGE ON CHECKING CA SE

Kalman Olivér DUDAS, ELTE / Theoretical Linguistics
odudas@citromail.hu, szekelyzsbt@hotmail.com

1 BOUNDING EFFECTS

The main objective of this paper is to presenaerount of cyclic effects at the boundary of
CP by way of edge/peripheral features in the mifish&ramework. | claim that the licensing
process of the syntactic categories CP and DP by afideature checking of edge/peripheral
features (of littlev) on the edge of a phase affords an explanaticuatessive cyclic and island
effects on CP domains and boundaries. The licensfiran object domain under Agree relation
(Chomsky (2000, 2001), see (10) below) will leaddmoving the islandhood of a certain set of
object domains and the same argument denies thatas| subjects and complex NPs could call
on this same process, and, thus, they must balsl@xamples (1) to (3)).

The supporting arguments will be grounded on MalinLink Condition, Phase
Impenetrability Condition, and a special view ofntiin licensing by matrix predicates which
recasts V-relatedness in Cinque’s (1990) senseveldp an account of the following structures
(illustrated below with three relevant English gdtg putting the notions of phase theory to use.
(The unpronounced copies are struck through iexamples in the text.)

(1) ** What did Paul's orchestra play the conceftgp after learning -what ?
(2)  Who did Paul say/*report[cp that he inoculated—wh]®
(3) ** Who did [pp a picture of-who] baffle John?

For readers’ convenience, | quote the most relediafinitions for the rest of discussing the
locality issues.

(4a) Minimise Chain Links
Chain links must be kept at a minimum length.

(4b)  Minimal Link Condition/MLC/ (Chomsky 1995:331)
L attracts K only if there is no C, C closer téhan K, such that L attracts C.

(4c) Closeness in nodes
A node X is closer to node N than Y if the numbienades intervening between N and X
is less than the number of nodes between N and Y.

(4d) Closeness by c-command /where the metriccisnemand rather than node-counting/
(Pesetsky and Torrego (2001), rule (12)):
A syntactic category CAT is closer to an upper hiédadan syntactic category X if this
head K c-commands the category CAT and CAT c-conuimae category X.




(5a) _EdggChomsky (2001:13)):
The edge of a head X is the residue outside @fitXcomprises specifiers of X (and
adjuncts to XP).

(5b) Phase Impenetrability ConditidRIC/ (Chomsky (2001:14)):
The domain of a head X of a phase XP is not aduest) operations at ZP (the next
phase); only X and its edge are accessible to gpehations.

The consequence of this latter rule is that tleecdespace is enlarged, and, thus, operations
in YP can now seek a Goal beyond the boundariespbiase. Since Chomsky (2000, 2001, 2004,
2005) makes the strong claim that only edges ofghare at hand for syntactic operations (in
essence, it is the Phase Impenetrability Conditfoat stated in Chomsky (2000), any other
category not on the edge, i. e. those inside tlasghs opaque. The main effect of this constraint
is this general opacity effect, which is essentiBbss’s (1967) island effect.

In addition, Huang's (1982) constraint rests owvegoment relations between a licensing
category and the extraction domain.

(6) Condition on Extraction Domaif€ED/ (Huang (1982))
A phrase X can be extracted from a domain Y oin¥is properly governed.

Possible domains Y are the subject domain as agelhe adjunct domain within which a
dependency cannot be formed with elements out$idedbmain (known as the subject and
adjunct condition). In GB terms, extractionan only take place from a lexically governed
domain.

Since the distinction between extraction domaioassdnot seem to be inherent in the phrase
(e. g. a DP) constituting the domain (see the Wediwn object-subject asymmetry in (7a, b)), the
particular configuration of the opaque phrase igkaty to determine whether the edge feature is
checked. An object DP allows wh-movement wheresighgect DP does not:

(7a) What have you blown upa picture of -what] ? (Non-island object)
(7b)  *What has[a picture of what | baffled Fred ? (Subject Island)

| will proceed as follows.

In section 2 | will argue that the differences egeefrom the difference of T and little v when
a phrase goes through a phase, and, further, ffexetices can be derived from the different
structural relations that an object, subject, quact have.

This approach does not involve assembling symtdites. Nunes (2001, 2004), Nunes and
Uriagereka (2002), Hornstein and Nunes (2002) choseake the most of building the tree by
introducing the mechanism of sideward movementagguming that if a phrase marker X (the
islands) was assembled sideward, i. e. there eyigadional point at which X and Y co-exist in
the derivational space, and are unconnected) wiphrase marker Y, and then X and Y were
merged, whereupon Y projects, no extraction is gassible from X, which is a type of a
generalised adjunct late insertion (see sectiorilR.Bideward movement builds subjects and
adjuncts, which are thus different from other damsaHowever, this sideward movement model

! | will use the wordextractionas a descriptive term to refer to the fact thaiag® phrases phonologically
appear in a position to which they are not reldigdexical subcategorisation, argument structute, e
and, also, the position where such lexical relationld hold for them can be located clearly.



is rigid and unable to tackle cross-linguistic etyi Therefore, | shift the burden of the account
from the tree building mechanism to licensing. Etiggures in Chomsky (2001, 2004, 2005) on
any edge head enable categories with unsatisfiedeupretable features to have a copy in the
phase edge specifier position of the phase headd.slthation fulfils the PIC in (5) but brings up
questions of why most phases put a ban on the tmmaf dependencies through their
boundaries, that is to say, are islands for thegmates inside them. My paper will give an answer
in a model combining properties of cyclic domainadalicensing certain domains as
arguments/complements of the matrix verb.

In section 2.1.1, | argue that the syntactic madekt account for both ubiquitous island
effects (all strong phases are islands) and ieviallion by using the edge of phases (see (5)).
Since Cinque (1990) used c-selection and [+V]-eelaéss as the means of licensing (see (13)), it
would be payable to use a formal feature whichharacteristic of selecting a DP or CP, typical
domains of c-selection by the verb (this featufese]).

| chisel the licensing mechanism in section 2.A12 Agree relation (see (10)) exists between
two elements (concretely, and its object domain) that each bears an eddaré&anvhich is a
concomitant feature in that the Agree relation &g off EF involves other features as well. (It
Is a subfeature in the same sense as, for insthrec&PP/OCC feature requiring a phrase to be in
the specifier of a head is.)

Section 2.2 presents a technical realization efcincept that certain heads (the [+V]-related
ones) are able to license domains lexically, wheemther domains are not licensed in this way,
and, thus, littlevP checks objects by way of Case at the phase bounitathis process of
licensing, establishing an Agree relation by waylaécking an object XP involves checking its
[Case] and concomitant edge feature. This progessvies DP as well as CP categories (these
latter take [Case], t00).

| compare various object domains in connectiorhwierb classes and DP/CP structures in
section 2.3. | will argue that complex noun phraeesvhich | adopt a Kaynean (1994) raising
analysis and clauses introduced by a correlatieaqun (hypophor) are similarly licensed. The
intervening correlative pronoun, a DP itself, cdock the licensing of the CP owing to the
pronoun’s ability to check a [Case], and, by beimg closer Goal (see Minimize Chain Links in
(4a-d)) for Agree than the CP checking a [Casethdlgh the Agree relation can guarantee
licensing the object domain, these remain islantienwvembedded by common (non-bridge)
verbs. Since extraction is still licit from domaihsensed by bridge verbs, and | stick to the
uniformity of the mechanism of seeking a way ottising a domain (by way of EF checking
with bridge verbs) when Agree is established, tyhaic measurement seems to be different for
these particular verbs. This solution opens uphm phase theoretical framework. A PF-null
hypophor—whether or not rigged with a [Case]—isnother phase than the lower CP phase or
the highewP phase in general, but a small class of verbddbrverbs) allows this hypophor DP
to be in the vP phase. Thus, once the CP domdiceissed, the edge of the domain is available
in the next YP) phase. By analysing Hungarian data, | will shihat the phonologically
unrealised hypophor (a kind of pro-drop) is chaastic of both structural and inherent case-
bearing hypophors and, on the other hand, bothriolgd verbs and non-bridge verbs. Thus, the
causal connection between the PF-null hypophor (anty) bridge verbs or those checking a
structural Case is refuted, and the PF-qualitiebypiophor as well as the phase- and research
space enhancing quality of verbs are distinct kxfactors interplaying in licit long-distance
dependencies.

| turn to the question of subject islands in sec®2.4. The mechanism of seeking a way of
licensing a domain (by way of EF checking) when éegis established is uniform, just in this



case the T is lacking in the required feature cimgckubjects involves checking the [NOM]
feature in a higher position, namely, TP. To chefikits Case and T’'s uninterpretable phi-
features, the subject DP enters into an Agreeioalatith T and since the T cannot have an EF
(because T is not a strong phase), its defectigetiegarts checking. In this section | go on to
present an argument for the abstract Case boraed#, and the difference betweeand T.

Wh-phrases and non-wh-phrases can differ in thigiity to participate in clause-spanning
dependencies even though all other important ptigseof the elements concerned are identical.
The question | am to ask in section 2.5 is how apiwlase and the pertaining Agree relation
based on an interrogative feature influence theohaf EF checking. Since no Agree relation of
declarative (non-wh) subjects with C involving atlieatures than the EF can be established, this
possibility of a wh-phrase is not available to mam-subjects but it is available for wh-subjects.
These wh-subject domains can establish an Agre¢iacelbased on [wh] features and allow a
marginal type of extraction. On the subject of Wheat/subject asymmetry, although wh-phrases
are rigged with an uninterpretable interrogativatdiee in both object and subject clauses, the C
cannot have an EF-checking based on an interregagiation regardless of whether it is in the
subject or object position of the higher clause.

Two classes of adverbial arguments can be licetigedgh inherent case and no case at all.
Section 2.6 will sift through instances of true wadijt islands and cases where the neutralizing
effect of hypophors makes all dependencies ill-fedmThe class of adverbial arguments which
establish an Agree based on inherent Case seebws ltoensed in the same way as structural
Cases. The other group must have a hypophoric etirigeds a rule, and no dependency can be
tested. Adjuncts have no Case to check, and, trerethey are not licensed domains in the
relevant sense. Whatever could check a discretifeaalire of an adjunct, the licensor would not
bev and, thus, it would not possess the EF. TheretbeeAgree relation might be established but
the potential EF features of an adjunct would reneichecked.

The third section sums up the main conclusions.

2 PHASES, LICENSING DOMAINS IN AGREE
RELATION, AND CP EDGES

2.1 PHASES AS LICENSED DOMAINS

2.1.1 PHASE BOUNDARIES IN GENERAL

To attain the desired results, the theory mustriza two extremes of locality constraints.
Firstly, as a consequence of PIC in (5), every plesen complete will become an island for the
XP’s inside the phase (I will refer to these noigedategories as phase-internal categories).

Assume that the relation of islands and tree 8iraccan be set down to one crucial factor.
Namely, the licensing configuration is the only esgdnt factor which determines the
grammaticality of a dependency rooting in a certiomain. | take licensing to be a primitive of
syntactic theories.



(8) Syntactic Licensing Domain
A syntactic category K is in the licensing domafrasyntactic category LR acting as the
licensor if a dependency formed between K and LRici§ the exact nature of the
dependency can involve subject-predicate, predaagement, or specifier-head relations.

Phases are introduced into the theory of (cytdicality in Chomsky (2000, 2001) by way of
the PIC, with the result that movement is prohibileom a strong phase (i. e. CPwB) after its
completion (with the exception of the head of thege and its specifiers). As a consequence of
another key requirement that all movement be driwemorphosyntactic features, if nothing else
were added, the elements would remain phase-intndas (2004, 2005) discusses the issue of
an overall economy of costly movement and earliness Move as soon as possible), and one
could reckon with what | dub as

(9) Ubiquitous Island Effect
All strong phases will act as islands for phagernal elements.

Straightforwardly, this consequence in (9) of civerall rules above is the desirable outcome
for the pertaining phenomena of adjunct islandbjesu islands or complex NP islands affording
evidence of the presence of such an effect inG@hcretely, if the phase edge and the rest of the
phase—the opaque domain—are unrelated, i. e. ineptheeoretic terms, no Agree relation (see
below) is established, the islandhood is guaranteed

(10) Agree relatioiiX, Y; F) (Chomsky (2001))
For any syntactic objects X and Y, where X beafeature F with value Val(F) and Y
bears a matching unvalued inflectional featuffe, and X c-commands Y,
let Val(uF) = Val(F) and
if uF is weak, then laiF = uF

However, the extreme ubiquitous island effect a¢ always observed. As is well-known,
maximal projections under certain conditions cateeimto displacement relations even though
they are contained in what is now called a strohgsp, for instance, movement to the left
periphery does crosé, and various types of clause-spanning (long-dtgtamovement do cross
CP in several languages.

German
(11) Wer glaubt Pau[cp dass ihn  geimpft hdt?
who believes Paul C:that him inoculate:PP AUX

‘Who does Paul believe inoculated him?’
Serbo-Croatian
(12) Ko misliE [cp da je ga udarila]?
who think:2SG C:that AUX him beat:PP
‘Who did you think beat him?’

To allow this (and, in combination with the PI®, require clause-spanning movement to
proceed in successive cyclic fashion), the systémphase theory also includes edge/peripheral



features (henceforth EF) to allow movement fronideghe phase to its edge (i.e. to the specifier
position of the head of the phase (as defined)n (5

Any head with an EF can attract syntactic categowith unsatisfied uninterpretable
features to its specifier. This results in the Efb checked by the attractee, and the attractee
will occupy a position from which it can move fuethto satisfy its uninterpretable feature (and
thus prevent the derivation from crashing). From point of view, an EF is a device of realizing
the principle of Enlightened Self-Interest (first lLasnik (1992, 1995), Chomsky (1995)). The
account should not have to rely on a blind mecimanef phase edge feature assignment.
Otherwise anyP-edge and CP-edge can attract any kind of XPtlendbiquitous island effect,
PIC, and even the concept of the phase itself lbseseaning. No domain should be an island if
all strong phases freely allow movement out of thilme to any kind of mechanism), unless
some totally unrelated factor brings about thendlwod (a theoretical possibility not examined
in this paper).

If the mechanism, however, can constrain the vmggkiof EF, some phase edges will not
attract XP’s from inside the phase (the non-edga)arConcretely, if EF cannot be assigned to
any phase edge, unbounded/non-local dependenaielsechindered. Ideally, these phase edges
should belong to phases which show the ubiquitsiasd effects, i. e. phases which are an island
domain for the phase-internal syntactic categddgédDudas (1998, 2000, 2003, 2004)).

The following considerations pave the way to tesickd outcome. | maintain that it pays to
detail a similar insight that V-relatedness (Cindi®90) can explain island effects if these are
recast as a result of phases (CPs and DPs) witiowitchecking a characteristic nominal feature
when cyclic movement takes place at the phase e@gegue asks what the nature of the locality
conditions on long and successive cyclic movenmgeahd arrives at this set of locality principles.

(13) V-relatedness in Cing&990:42)
1 Every maximal projection that fails to be (ditgor indirectly) selected in the canonical
direction by a category nondistinct from [+V]adarrier for binding.
2 Every maximal projection that fails to be direcsiglected by a category nondistinct from
[+V] is a barrier for government.
Cinque made use of the following notions (for &lgwverview):
Selectionis direct (from a sister node) or indirect (froman-sister node) theta-marking.
Direct selection{Cinque 1990:41)
A lexical category is directly s<emantically>-sakxt: A non-lexical category will be directly
c<ategorially>-selected.
The two [+V] lexical heads are V(erb) and A(djeelif
Canonical direction in (1) means that governmerg sugpposed to be operative in one direction,
i.e. to the right or to the left in a given langed@ English, to the right canonically).

Rule (1) then involves constructions which lackexical category of the [+V] type or its
selection. The maximal projection in (14) failskie directly selected in an adjunct clause (14a),
and fails to be selected by a [+V] category in & ddmplement clause (14b), or a relative clause
(14c). Lastly, the maximal projection fails to dested in the canonical direction (15).

2 The status of the preposition (P) in Romance laggs seems to be [-V]-related, see also examples
below in the text whereas English prepositionsrarefollowed by proper infinitival clauses to tdke
structure.



(14a) llmodo, [pp incui  sei uscito[cp senza formulare la richiesta—is c

the way in which AUX:2SG gone_out without widtB the request
oggi ]] € sorprendente .
today is amazing

‘The way you went out without wording the requests amazing.’

(14b) Gianni,[cp dacui disapprovo [pp i tentativi [cp di andare a stare—da-cli],
Gianni by whom disapprove:1SG  the attemptsPtisfay:INF
€ ingegnoso.
is clever
‘Gianni is clever, and | disapprove of the attésrtp stay with him.’

A dependency which roots in a relative clause (hdally the object NRjualcung and
undergoing extraposition) is ungrammatital:

(14c)**Con chi avevi presentatlg)p qualcuno {GPa Gianni[cp che voleva parlare-cenclip
with whom AUX introduce:PP someone to Gianniwho wanted speak:INF
Intended as: ‘Who was the man that you introdusmedeone who wanted to
speak to Gianni?’

The lack of the canonical direction in (15) maledirect selection of a subject domain
strongly marginal. Preverbal sentential subjecésiadirectly selected, and yet, they are opaque
with respect to binding (the ungrammaticality may milder than that produced by crossing
strong islands in general). According to Cinquel (1) this result is expected since the position
of the subject exemplifies the non-canonical dicecof the selection:

(15a) */??A chi credi [cp che Ep parlare-achi] sarebbe vitale ]?
Towhom believe:2SG C:that speak:INF be:CONDvital
Intended as: ‘Who is the man who you think thaading with would be vital?’

(15b) ?? Una persofjgp acui credo [cp che riuscire a parlare—a-€ui oggi |
aman to whom think:1SG C be_able:INfPt speak:INF today
sara impossibile ] pesca.
be:FUT impossible is angling
Intended as: ‘A man is angling and | think thawitl be possible for one to be able to
speak with him today.’

(15c) ??Giannilpp a cui non sofcpse Epparlare-acuoggi] sara possibilf,
Gianni to whom not know if speak:INRoday be:FUT possible
€ ingegnoso.
is clever
Intended as: ‘Gianni is clever and | do not knowethier to speak with him today will be
possible.’

% Only one barrier separates the relative clause wgtNP head, and, yet the ungrammaticality isrgjras
one-barrier violations of subjacency. Such strieguaised the serious problem of whether a twadrarr
approach in Chomsky (1986) is correct to defin@andhood. TheBarriers approach expresses the
differences between island types (roughly weakstreing islands (see Dudas (1998, 2000) for a cross-
linguistic discussion) in the quantity of barriéasbe crossed, two for weak islands, and one rekt.



Let us skip on to some illustrations of Cinquelter(2). The maximal projection in (16) fails
to be directly selected in (16a,b), and althougledlly selected by a category, that category is
distinct from [+V]in (17).

(16a) *How were you[pp counting on him [cp behaving in public—he}] ?

(16b) pp llmodo [pp incui  mi ha costrettdcp a comportarmi-n-edi] é speciale.
the way in which me AUX force:PPInfPt behave#me is special
‘The way in which he forced me to behave was spéci

(17) How did John announdgyp a plan[cp to fix the caf ] ?

In essence, | will take the maximal projectionssatie to differ in their relation to the verb
through formal syntactic licensing for domains (uaerpretable feature at the LF interface) where
the verb is involved. Cinque used c-selection asntieans of licensing (13). In the minimalist
framework, it would be reasonable to use a featuseis characteristic of selecting a DP or CP,
typical domains of c-selection by the verb (cf. Bad2001, 2003). Theoretically, one can think
up such a feature for the model but here | abida bss radical option, namely, such a feature
does exist, which is [Case].

It seems conceivable on minimalist assumptions tti@a verb and T (tense node) act as a
Case checkers. If realizing Case is not part ofowarsyntax (an issue yet to decide in the
literature), but the morphosyntactic or PF compomeatches Case and its bearer, a step will be
taken towards a narrow syntax without uninterpretéatures.

The technical details can be designed to makdate@ness conspicuous:

a) DP objects are assigned [ACCUSATIVE] in thedittP;

b) DP subjects are not assigned [NOMINATIVE] in titde vP; TenseP /TP/ (but TP is not a
phase) assigns [NOM] to subject (cf. Pesetsky amdego (2001, 2004) who suggest that the [T]
and [NOM] feature are identical in nature);

c) Arguments of a matrix head but not adjunctsasstgned Case

Argument CPs are two-faced (some CPs must be &sk(@ase, see more in section 2.4)

On the subject of little/P, it is involved in the determination of islandnt&ins in the
following way. Supposing thatP in transitive constructions constitutes a strghgse and
adopting EF as a means of allowing extraction dw strong phase, this fact might suggest that
vP, which is permeable to dependencies, must baedldo bear an EEThe restriction to be
imposed on EF is not linked to some inherent stinattcharacteristic of particular phrases as
licensed domains. Instead, the connection betwdierrasor and the domain bearing EF matters.

Furthermore, one must consider island/non-islaythanetry in two respects.

On the one hand, an object CP in the form thfsclause differs from an object complex NP
embedding a relative clause or complement claudgbanthese latter are usually islands. The
structure of these constructions can bring abotit gfathis difference. However, regardless of
such structural differences, firstly, if it is n@bridge verb that embeds an object CP, the olgect

4 An alternative which | will not pursue here is tth® is not a strong phase contrary to Chomsky (2000,
2001), in which case one would expect any catetgobe able to be extracted outvdf. One would at the
same time not hope for intermediate landing sifesuocessive cyclic movement in [SpeB] (unlessy

has as uninterpretable IR (interrogative) feataes (section 2.5) for an independent reason) andhagie
need to rethink other reasons for postulating/thas a strong phase.



an island, and in general object nominal clauses) (are islands just as complex NPs are.
Secondly, no evidence shows that some inherentepgnopf the syntactic category itself with
regard to the featural makeup in checking processributes to the potential islandhood or well-
formed finite clause-spanning, thus, phase-spantdépgndency. My analysis which goes along
with these considerations is at least compatibleer{edesirable) with keeping to a uniform
account by way of PIC (5) and the Agree relatidd) (1

On the other hand, the same categories that a&itmction when in object position (namely
CPs and DPs) forbid extraction when they occupyestitor adjunct position. It would therefore
be tough to associate the possibility of extracttin an inherent property of the categories or
their internal set-up unless we hypothesise anwataof islandhood that does not hinge on local
domains and the PIC. Under such a latter view,istedhood status might not correlate with
phase status at all anyway if an EF is generalpsiite on heads of all strong phases.

To find an alternative which does not rely on BGot fully absurd. By applying tools of
phase theory, one can take a subtype of a trearbiecally restrictive programme to be the
sideward movement model of Nunes and Uriagerek®QR@r Nunes (2001, 2004) where
islandhood is basically reduced to a parallel agdgnthe question of tree building. If there is no
possibility of connecting the tree sector that shdie island effects and the domain containing
V, little v, and T because the insertion/merge of the foralezs place too late, the impossible
dependency formation follows. Let me briefly go o@econceptual difficulty of this alternative
theory.

No dependency can be formed with a copy insideptexnNP (18a) or a subject (18b), and
(29) illustrates an adjunct of a CNP which is mterted in the NP in low cycle, the hypothetical
generalisation of which is (18a,b).

(18a) *WHICH claim[cp that Eve made ] did they hear the gossip that ®rgot which
elain?

(18b) *WHICH claim[cp that Eve made ] did her interest-in—whichralaaffled ug
(19) WHICH claim[cp that Eve made] was he willing to forget—ekhtlain?

In (19) [pp which claim] is merged to the Morget by external merge forming VP. Then the

object pp which clain} must be internally merged at the edge of the ghfarget as a
consequence of the PIC. If the complement remairstu (off the edge), it will not be able to
raise to Spec,CP (and further, into upper CPs)icalt} (instead, it must be spelled out (at the
operationtransfen). After [pp which clainj is internally merged in Spec,vP, the adjungtthat
Eve madgis merged tofdp claim], forming the setdlaim, that Eve madeSince reconstruction
applies in the base position (Chomsky (2001)),gh&no copy of the adjunct in that position that
can give rise to a condition C violation. Whereasds and Uriagereka (2000), Nunes (op. cit.)
make the most of a variety of late insertion, theaflel tree building, by assuming that if a phrase
marker X (the islands) was assembled sideward,thege is a derivational point at which X and
Y co-exist in the derivational space, and are uneoted) with a phrase marker Y, and then X
and Y were merged, whereupon Y projects, no extnacis ever possible from X. The
explanations in the style of (19) might carry over(18a, b) as a generalised adjunct late
insertion. However, the contrast in grammaticabstween empirical data from even English
((18a,b) vs. (19)) refute this (for a detailed icrdm, see Dudés (2001, 2003, 2005)). The
sideward movement model is rigid and unable toléackoss-linguistic variety (cf. various non-
sideward assembling models: Fukui&Saito (1998), &lah(1996), Stepanov (2000, 2001)).



Therefore, | shift the burden of the account fritv@ tree derivational mechanism to licensing
throughout. The overall mechanism of licensing Iags V-relatedness in the general sense as |
sketched above. | will give the main strand of phecess in section 2.1.2, the technical details of
which can be spelt out in various ways.

2.1.2 THE LICENSING PROCESS

The overall configuration where category licensfsge rule (8) in section 2.1.1) takes place
in English consists of a littleP that checks the object in its SpG,and a TenseP that checks
the subject in its Spec,TenseP as illustratedOi. (2

(20) [tp sussecTpp [wp oBiecT pp [ve [pp/cp <susiosss.... 1111
[+EF][+NOM] [EF][+ACC]

We can sum up the relevant characteristics of tha&follows (cf. Chomsky (2000, 2001,
2004)). Firstly, the head with an EF is able toaatt elements with unchecked uninterpretable
features of a certain character. Unless wh-movent@picalization and other types of what used
to be A-bar movement are all driven by the saméufea which is unlikely, not any specific
feature is concerned when theorising about thegs®of licensing. Secondly, the EF has an
OCC/EPP property, that is to say, the specifies bkad with the OCC /=EPP/ property must be
filled with an overt phrase (Chomsky (2000)), andertain cases multiple OCC/EPP property
since they can attract more than one syntactigoaye Thirdly, with respect to the needs of the
Goal, the EF-bearing head is defective. The Agedettion between the Probe (the attracting EF)
and the Goal (the attractee) is not sufficientetetk the uninterpretable feature on the Goal since
it has to remain active for further movement taghlr domain, perhaps because the EF-bearing
head does not have other features necessary tl offathe uninterpretable feature on the Goal
(i.e. the defectiveness with respect to the neétiseoGoal).

To require the EF to seek another EF, it seenisias not only the uninterpretable feature
on the Goal that cannot be checked off, but theiEEhe Probe as well.

One solution that could be afforded is finding aywo regulate the checking of the EF with
regard to the Agree relation between the Probelanoal.

Since | make use of the concept of [+V]-relatedhdms (Cinque (1990)) above (see section
2.1.1), the relation generalizes to the domainesielg matrix head in the following way. This
would essentially involve the concept that lexigditensed domains allow the categories inside
the domain to form various grammatical dependeneigh antecedents, whereas lexically
unlicensed domains cannot form such grammaticakmdgncies. | include the EF in the
requirement that an EF should be checked at the sam as other uninterpretable features (as is
required, for example, of the phi-features) of biead that bears it. If this holds true, an EF can
only be deleted by the same Agree relation thatlcheff other uninterpretable features on the

®> In the following syntactic trees, | also use Fifi® set it off against FocP or TopP) of the spéilt |
periphery (Rizzi (1997)), which includes batland T.
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head, namely, a feature which is characteristib@fformal licensing of DPs. For the time being,
Case on DPs seems to be the best candidate, waixitid by for the rest of the pafer.

As long as some other such characteristic featura special feature licensing nominal
domains feasibly could come to mind, the leadirepgdand formal relation in this model would
not be modified This mechanism works similarly for subjects witke ttaveat that there is no
head which could meet this requirement, a T headgbenable to do so (section 2.4). This
mechanism works vacuously for adjuncts since thel In a Case feature to be checked (section
2.6). This section 2 will go on discussing thetigatar domains and flesh out this sketch.

It would be right if we could assimilate the ERIhe characteristically domain-related feature
(one that characterises domains embedded by a ¢atdgory) in this respect, allowing for
getting rid of the EF when the head enters intégree relation and checks off other features.

As far as positioning EF-bearers goes, the speelation with the verb shows again. Given
that little v is the only head category that seems to alwaysvalin EF, it is evidence of the
striking role of [+V]-relatedness to find that & precisely the argument—the object—entering
into Agree relation withv that can have an EF, unlike another argument—ualbgst—which
agrees with T.

| summarise the main ideas agahn. Agree relation exists between two elements ¢aah
bear an EF. This EF is concomitant in that the Agmdation checking off EF involves other
features as well. (An EF is to be checked onlyoihe other feature is checked; a subfeature in
the same sense as, for instance, the EPP/OCCdeatyuiring a phrase to be in the specifier of a
head is.)

The general line of reasoning in the particularesawill be as follows. If there is Matchifig,
but Agree is hindered, EF remains unchecked, ma&arlywo reasons. Either interveners hinder
Agree, or EF should be checked by itself (not esrecomitant feature).

In the following sections (2.2 to 2.6) | will examei the domains one by one.

2.2 OBJECTS: DP AND CP

An object DP bears an EF in order to get roundubiguitous island effect (in (9)) in a
domain-internal position (and, thus, allow extractout of its domain). An Agree relation has
been formed between the object DP and the littteneed of checking Case on the DP and phi-
features on the little. The object DP can get its EF checked by this peddently necessary

® Thematic roles are elusive in that their featureeking status is controversial (see e. g. Lop&4 pand

in one respect, the expletives (see later), evieldrased on a hypothesised theta-role checkingtis no
conclusive.

" For the presentation of, for instance, Hungariata dthe feature [Case] seems to be concrete enough

8 Matching (Chomsky 2000:122)

~ is a relation that holds of a probe P and a @odfor Matching to induce Agree, G must at leasinbe
the domain D(P) of P and satisfy locality condition

I. Matching is feature identity.

II. D(P) is the sister of P.

lll. Locality reduces to closest c-command.

D(P) is the c-command domain of P, and a matchéaqufe G is closest to P if there is no G' in D(P)
matching P such that G is in D(G'). Terms of theesaninimal domain are equidistant to probes.
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agreement with littler. Objects, which avoid the ubiquitous island effentaccount of getting
licensed by EF in this way, are thus not islandsweler, only object domains embedded by
bridge verbs can allow the removal of islandhooti¢v suggests various licensing possibilities
for object domains, which section 2.3 will discugslength). Furthermore, objects observe the
complex noun phrase constraint which must holdsidsjects as well as objects for additional
reasons (section 2.3).

Little vP checks objects by way of case at the phase bournBlear in mind that this is a
technical realization of the concept that certa@ads (the [+V]-related ones) are able to license
domains lexically. In this process of licensingabishing an Agree relation by way of checking
an object DP involves checking its [Case] featuréha left edge of/P. Building on this Agree
relation, the EF is checked at the same time asd|Ges a concomitant feature by hypothesis.

To extend this analysis to object CPs, let usrassihat a CP does in fact enter into the same
relations as a DP, namely, an object CP with INtlédungarian, various Slavic, English CPs,
then, need case (section 2.4 discusses Case orHGRjarian CPs even trigger agreement on
any transitive verb, which displays DP-sensitivajagation when licenses a CP. Bartos (1998,
2000) proves that the decisive factor in choosorglie objective (i. e. DP-sensitive) paradigm of
conjugation is the presence of a DP, or at leastdbject of the verb counts as a DP (the
definiteness or specificity of the NP does not @aple in the choice).

Three phenomena need more attention. Firstly,Gihyagrees with a verb conjugated on the
DP-sensitive pattern. In other words, either a Ipyyaoic’ pronoun (in short, hypophor) whose
role is to refer cataphorically to the subordingtse (hypotaxis), accompanies the clause or the
CP comes alone, the verb agrees with the DP.

(21) PAL mondta tegnap Klaranak (azt), hogglolvasta a konyvekét.
Pal said yesterday Klara:DAT HYP:ACC C:thaead the books:ACC
‘Pal told Klara yesterday that he had read thekboo

The structure is less than obvious and two mainrasnts have been pursued in the literature.
Either the hypophor DP and the CP comes in onetitoast, which is a DP always present as a
higher dominating node above CP (E. Kiss (1987019902)) or, under a different theory, their
relation is that of an argument-expletive chainri&sei (1992, 1994), and Liptak (1998) with a
different version; E. Kiss (2002)). In this latterodel, the hypophor is an expletive and the
argument is the CP. If the hypophor is base-geeérat VP as an expletive (Kenesei (1992,
1994)) and takes case from the verb, it is contbivehat a dependency is formed between the
CP and the hypophor, and this dependency conthmscase. If the hypophor occupies the
Spec,CP, and the complementizer is in C, the warbassign the Case to C, and the hypophor
and the C share the case in spec-head agreemetdk(l(iL998)). The hypophor DP then must
move to various positions to the left peripheryei@ress the actual function of the CP. For my
model, it follows that the root of this dependemdth the left periphery is related to the CP and
its plausible position is the specifier of a maximpepjection, DP or a CP dominating the clause,
which must check its [Case] with thP.

° | borrowed this term from Priscian’s (c. 520 A.Dnptitutiones Grammaticae Libri XVIUEighteen
Books on the Grammatical Dispositions/fgrpnomen hypophorikorefers to pronouns which function in
this same sense.

19| mark focussed phrases by capitalising in theddmian examples. The list of Hungarian cases & thi
paper comes in the appendix at the end.

12



| am to discuss two other issues as well, nambly,option of checking Case on CP or DP
(see also section 2.4), and, thirdly, the PF-nyfddphor. Above all, it is to be noted that the
Ubiquitous Island Effect in (9) characterises obgauses as well. Although the licensing of the
vP checking mechanism of EF (section 2.1) affor@spibssibility of forming a dependency with
an element inside the object is, there is no frtaetion from objects. Bridge verbs are a further
necessary ingredient to realize this potential {distence dependency. Descriptions of the
clause-spanning dependencies in the literature lbakige verbs to be an extra lexical factor.
Undoubtedly, it is the massive island effect of #widge (hencefortitommonverbs) that fits in
with the general characterisation of the phases. ridge verbs have been treated as a lexical
factor out of the sphere of hierarchical syntax] hoonsider the cause of this treatment to be the
configurational identity of a DP/CP embedded uralbridge or a common verb. Of course, there
has been a possibility of treating bridge verbssabcategorised for a categorially (and/or
configurationally) different DP/CP complement, ewaough in most cases bridge verbs do not
show any kind of structural speciality with theinof-)sentential complements, only by
stipulating special (CP) structures which are rnwracteristic of common (non-bridge) verbs.
The lack of a straightforward explanation basedhanhierarchical configuration has resulted in
putting the bridge verb problem aside as a semé&#ie by way of a catalogue of their semantic
characteristics. This difficulty of a syntactic éamation and then the syntactic issue itself should
not be relegated to a semantic difference between verb types and two types of object
embeddings. A logical alternative of a licensingchmnism will afford the answer below, which
will not be based on any further means of the sytitéheory than those introduced so far.

2.3 COMPLEX NOUN PHRASES, OBJECT DOMAINS AND THEPC

We set out to follow the present line of argumgatain section 1 by claiming that the
position of the domain with respect to the licensothe clause can answer for various island
effects. It is sound to state that both DPs andwstheir inner complex structure are subject to
the ubiquitous island effect arising from the lagkicensing the edge of the DP or CP domain (I
suppose that DP is a phase). Note that the steuofuthe Hungarian-typtnat clause is the same
as that of a complex NP in the relevant respea: NP/DP embeds a CP and a hypophor
indicates the level of embedding. The relative sésuheaded by the relative wh-pronoun form
one constituent with a head which may be lexicapmmominal. The similarity between such
relative clauses anthat clauses embedded below a DP bearing a suffix,ehkzation of Case,
and even adjunct clauses embedded in a suffixeds Bfus conspicuous (Kenesei (1984, 1992,
1994)). The non-lexical head, which | dubbed asopyyor in section 2.2 (a demonstrative
pronoun from a morphological point of view) functiog as the head of the relative clause goes
with restrictive and free relative clauses.

An objectthat clause embedded by a bridge verb is not an isare® the littlev is able to
license the object including both the CP and theophor DP as a whole. If this same held true
of complex NP embedding its two clausal subtypesglative or a complement clause, a
structural homonym of théhat clause with respect to the domain licensing caomst the
Complex Noun Phrase Constraint (CNPC) facts woutd ugexplained. In fact, there are
languages that show no CNPC effect, for instane¢audn (Georgopoulos (1991)), and their
analysis could include a structural paralleltioht clauses and CNP with a relative clause (an
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issue yet to study beyond this paper), and, funtioee, an English CNP is not an island in some
distinguished examples.

For most European CNP constructions, an intetnattsire that is different from that tfat
clauses must be assumed since the position of thed@nain itself in the VP cannot be
differentiated from any other objects. | assumd tha head noun raises from inside the CP,
which explains the case change of this phrase PFimeiples and Parameters model assumed that
the CP contains a relative DP operator, either togernull, which raises to Spec,CP. This
operator turns the CP into a predicative expresaiahis linked to the NP head by some sort of
anaphoric or binding relation as illustrated befosyn Hungarian.

The Traditional (Principle and Parameters) Modelao€omplex NP embedding a relative clause
adjunct (with the subsequent extraposition to tgat):
Hungarian

(22)[cp[torplip [ve [ve TiN6dsz[pp[pryazon [pp a [ne hiren[cp OP [pp amelyef
muse:2SG HYPP the news:SUP

[ropp Eva [p [ve megessitett ]11] 1] [cp [op amelyef [topp Eva [ip
which:ACC Eva

[ve megebsitett JI]] T1].
confirmed

‘You are musing over the news that Eva confirmed.’

Kenesei (1992, 1994) proposes a modified versiahisftraditional model which tackles facts of
Hungarian:

The Traditional Tree of a Complex Hungarian NP vathypophor embedding a relative clause
adjunct adopted in Kenesei (1992): CP is the sistex high DP (before CP extraposition):

(23b)[cPltorHip [vp Tinddsz [pp [pp [pp @zon] [pp a  [np hiren]] ]

muse:2SG HYP:SUP the newB:SU
[cp amelyet[topp Eva [p [vp  megebsitett -amelyet]]1]]] 111].
which:ACC Eva confirmed

The Traditional Tree of a Complex Hungarian NP edudeg a relative clause adjunct adopted
in Kenesei (1992): CP is the sister of a high DiRi{wubsequent CP extraposition shown here):

(23a)[cpltorplip [ve [ve Tinddsz [pp [pp[pp azon] [pp @ [nphiren]] [cpamelyet

muse:2SG HYBP the news:SUP
[torp  Eva [p [vp megebsitett amelyet 111] ]
[cp amelyet [ropp Eva [mne [vp  Mmegebsitett 1] 111].
which:ACC Eva confirmed

| follow a different main model—which has not besplied to Hungarian in the literature—
according to which the noun raises from a high sigegosition in CP under a D which is
generated outside the CP. My idea is grounded gm&&1994: ch.9) with two modifications.

Kayne proposes that a relative CP is a structoalplement of a nominal functional head,
the determiner D. The nominal constituent stemmftbe relative CP and raises to the edge of
NP.
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(24a) [op D the [np [np book] [cpwhich C {that} [acreyou[te [vp [veread

11111111

The original structure containing a DP headed bsiaive D originates in the argument position
within the relative clause (24b). The derivatiomgaeds by raising the relative DP to Spec,CP
(24c):

(24b) [op D the [cp [acre you [1e [ve[ve read [pp which C [np book] ] ] ]

11111

(24c) [op D the [cp [ori D which [np book] 1 [cp C {that} [acre you [1p
[p[veread [ppwhichC [npbook]]i 11111111

As a final step, the NP complement of the relatigad D moves to the specifier of the latter:

(24d) [op D the [cp [opi [np book] D which [ne beek] 1 [cp C {that}
[acre you [te[ve [ve read[ppwhichC [np book ] 1111111111

| modify this model in two respects. Firstly, kasne that the starting point of raising is much
lower than the Spec,DP, the top position of theeddpncy. Concretely, | specify it as the
Spec,CP, and this explains that the relative pronoccupies a CP-edge position. If CP is a
phase, it is natural that the raising process stwghe edge. If, however, the relative pronoun
occupies a position lower than CP, namely, Spe&Topsition as Kenesei (1992a,b) states, his
view is also compatible with the whole model | acl® here.

Secondly, a complex specifier of the DP outsidmya) the CP where the raising DP and the
outer D forms a constituent. This enables this dem@pec,DP (in boldface below) to appear in
various matrix left peripheral (split CP in Riz2A97) positions as one constituent. Within this
constituent the Case of the hypophor DP is shargdtiae NP (Hungarian articles take no Case).

The Raising Model of Complex NP embedding a redatiause:

(25) [crltopplrine [vp TiNSdsz [pp [pp  azon [ora [ne hiren]]] [cp
muse:2SG HYP:SUP the news:SUP

[op amely[ne k] -t ] [tope Eva [Fine [ve Megebsitett -amely—hirf]1]] ] 111].
which:ACC Eva confirmed

My overall question in the present framework cenin how the clause is licensed.

A CP embedded in a DP will be an island as lonthasembedded CP does not agree (not
necessarily on the basis of case agreement) wétiheélad of the NP/DP. As is known, a relative
clause can have a pronominal or a lexical headwracses from the CP under the hypothesis
above. | will take essentially the same mechanivetat work in both constructions. With either
head, an intervener hampers the relation Agreedsetthe matrix verb and the CP. Namely, the
DP dominating the CP contains the relative hypo@mowhich is the blocking intervener as |
illustrate below.
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26) [wp .. v... [orlop az] [cp akilamely [ ........ 1111
HYP who/which

| *Agree |
‘the one who/which ...’

Raising Model of Complex Hypophor Phrase embeddingjative clause:
(27) [cHTopplrnp [vp TiiN6dsz [pp [pp  azon [pp _ [ne__11] [cp

muse:2SG HYP:SUP
[op amit[ve 1] [torpEva [rne [vp  megebsitett -amit _ 11]] ] 1]
which:ACC Eva confirmed

The main points of these arguments with respetitémsing can carry over to the hypophor
in general.in languages where it accompanies thef@Pnstance, various Slavic languages,
German, and Hungarian. | repeat (21) with the optlid/P-internal hypophor. Bear in mind that
such hypophors are obligatorily present on the imé&ft (split CP) periphery above T to relate
the CP to those communicative-logical functionaj@ctions. The verk6zoél‘inform’ in (28a) is
a common (non-bridge verb) wherea®nd‘say’ in (28b = 21) is a bridge verb, a difference
which I will return to in this section.

(28a) PAL kozolte tegnap  Klaraval azf), hogy elolvasta a kdnyveket.
Pal informed yesterday Klara:INS HYP:ACC :th@t read the books:ACC
‘Pal informed Klara yesterday that he had readaboks.’

(28b) PAL mondta tegnap  Klaranak az), hogy elolvasta a kdnyveket.
Pal said yesterday Klara:DAT HYP:ACC:that read the books:ACC
‘Pal told Klara yesterday that he had read thekb.’

At first sight, the littlev checks the EF of the CP under discussion in thedgelation. This
predicts that raising a focussed phrase or wh-phitr@sn the embedded clause will not exhibit
island effects. Then the following sentence typsliving long-distance focalisation is expected
to be grammatical, in keeping with facts:

(29) A KONYVEKET  mondta P4l  Evanak (*azt), hogslolvassa
the books:ACC said Pal Eva:DAT HYP C reads
s ket

‘Pal told Eva that it is the books that he wahad.’

Since this prediction does not hold, the presaidbe hypophor seems to induce the island
effect. In theory, two possible causes of the éftam come to mind. Firstly, the Agree relation
by way of checking the [Case] of the CP takes plaitkout EF checking. Since the CP has an
[EF] freely, if the licensor possesses EF (andoes), such a situation cannot arise. However,
section 2.4 and 2.6 will discuss potential différkimds of licensors with subsequent effects on
islandhood. Secondly, the Agree relation itselhiwarted and, thus, the necessary condition for
EF checking is missing. | believe this scenaribéaelevant here.

The clause-spanning dependency itself could plegleain the blocking effect. What could
be decisive is a test by which we can differenttaveen types of dependency of an argument
DP and an AdvP. The latter cannot check a [Caseksi does not have any. If the test shows
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that both AdvP and DP can form a grammatical depecy only if the hypophor is null, the fact
that the argument DP forming the long-distance rcharries a case is unimportant in this
intervention effect. The long-distance dependerfidh®@adverbial corroborates this assumption.

(30) OVATOSAN akarta Pal (*azt), hogy a\gkz banjunk—-évatesan
carefully wanted Pal HYP C the water:IN®at: SUBJUNC.1PL
‘Pal wanted us to treat water "~ carefully.’

If the hypophor is present, and the constructiojus$ as ungrammatical as with long-distance
object dependencies. Therefore, what causes itie dépendency is that the object clause CP is
an island for any potential category since the materb cannot license it owing to a blocking
intervening hypophor. This intervening pronoun asshe object and enters into Agree with

31 [wp ... Vo [op [op @z ] [cp hogy [ ....... 1111
HYP C:that

| Agree_ |
‘the fact that...’

(32)[cAltordrnp [ve Tinddsz [pp [pe) azon] [cp hogy

wonder:2SG HYP:SUP hatt
[rorr  Evalrine [vp vasarolt egy hazat]l]]] 111].
Eva bought a house:ACC

For this blocking effect, one can find examplesntérvening correlative/hypophoric pronouns in
my context in several languages:

Polish

(83a) *CO Tomek chcepd tego Ep zeby Maria mu przeczyatata]]eo
what Tomek wants HYP C:SUBJUNC. Maria him:DAT read:SUBJUNC.
Intended as’What does Tomek want Maria to read to him?’

Hungarian

(33b) *MILYEN KONYVET gondolod pp azt, Ephogy olvastak—milyenkényv§r
what book:ACC think:2SG HYPC read:3PL
Intended as:What book do you think they read?’

(33c) *WHAT doyouregret [pp it [cp thatyou left{what} in the bag]]?

The matrix licensor would in theory check accusattase on CP which is an EF-bearing
goal forv. In these examples (33a to 33c), however, itesdbrrelative/hypophoric pronouto(
i’ in various Slavic tonguesia(r)- (as indarauf, dazu, daramtc.) in Germanazin Hungarian
(cf. Kenesei (1994), E. Kiss (2002)), that entets iAgree relation with the case checkinghe
object CP does not Agree withwhich would check off the uninterpretable featuoasgoal C
including EF. The CP is thereby hindered from aigiggevith v on account of a Relativized
Minimality/Minimal Link Condition effect (see (4)and any potential EF on the C will remain
unchecked.

Note that the presence of the hypophor disguikesdifference between common (non-
bridge) and bridge verbs since any clause-spandepgendency (long-distance focus or wh-
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movement) becomes licit if the hypophor BE(its accusative formzt)is not present. Once this
neutralization effect of the hypophor is liftedetbontrast becomes conspicuous. Common (non-
bridge) verbs lik&kozoél'inform’ do not allow extraction even though thgplophor is absent.

Hungarian

(34) * MILYEN KONYVET kozoltél pp __, Ephogy olvastak —milyenkényni?
what book:ACC informed:PAST.2SG  &:thread:PAST.3PL
Intended as'What book did you inform us about in that they réad

(35) MILYEN KONYVET gondoltal §p __ , Ephogy olvastak —milyenkémnie
what book:ACC think:PAST.2SG  C:that read:PAST.3PL
Intended as"What book did you think they read?’

If bridge verbs change the configuration in sonag/ ¥o be made clear, it is not at all only the
MLC effect that counts in defining islandhood cdratis for that clauses although it can account
for complex NP constraint indeed. Thus, the lackhefintervention of the hypophor (eaxi is
a necessary but not sufficient condition for alidedistance dependencies.

In the present framework, EF-checking verbs fos @R bridge verbs (in the examples (21),
(29), (30), (35) blocked in (33a-c). The pointhattthe overlapping distributional facts of islands
and non-bridge verb complements (i. e. non-extmitha out of these domains; for Polish
Indicative Clausal Tense Island, tocan receive a unified explanation based on aeshaxical
primitive.

In what follows, | will go over the various optierof the association of the CP and the
hypophor. The status of DP as a (strong) phassssdlear (Chomsky (2000, 2001, 2004, 2005)),
and the status of a hypophor DP projected by agmamal category is even less clear. Therefore,
| am to consider the hypophor DP with regard totthe options: as a phase and then as a non-
phase, with two respective licensing scenarios.

Let us suppose (in scenario 1) that the DP inttbe configuration (repeated below) is a
phase.

@Y [w .. Vo [op [op @z ] [cp hogy [ ......... 1111
HYP C:that

|___ Agree_  |_ _ _ _ _ _ |
‘the fact that...’

The data show that the actual PF-realization ef@FP may be null. Assume that such a PF-
null category can check no case and, thus, sucR & Dot a Goal of checking case features or
EF either. Then, the DP (above CP) as a phasebjsctuto PIC and becomes an island for the
categories within it. Such a category is CP, widoles not need to be an island at all. Since the
Probe inv seeks to check [Case] in CP and the MLC in (4jatkks that the uppermost [Case] on
C must serve as a perfect Goal, the CP below D getential Goal. By hypothesis, CP can
check the EF when Case is checked, which takes pfa¢his case. Therefore, the CP is a
licensed domain with an EF on its domain head Caamdhouse a raising focus or wh-phrase in

1 Extraction from Polish embedded clause with aficatile verb is ungrammatical:
(i) *CO pro wiesz ze studenci mowia/czytaja—feo
what (you) know C students say/read
'What do you know that students say/read?’
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Spec,CP. The next phase is, however, a DP islanthéoreasons | have discussed, and since no
category is attracted to its edge, from the pointiew of the resulting lack of dependency it is
immaterial whether or not CP is an island.

Let us assume (in scenario 2), however, that pbtimologically realized and null DPs (for
instance, the nulpro is assigned Case) will check [Case] in generalw8iothe null hypophor
constituting the DP in the specifier of the uppé&t. Dhese two (null and non-null) cases can then
be discussed under the same heading as followsPiidiee inv will check its [Case, EF] featural
makeup? of DP to get it licensed since DP is the uppern@sal found by the mechanism of
MLC in (4). In theory, whatever category comeshat ¢dge of DP, it will be free to form further
dependency upwards. Such a category is the hypaotsedl; which can indeed take positions on
the matrix functional left (split CP) periphery aleoT owing to this licensing. There is good
reason to believe that for all potential case-clreckategories deep in the DP, such as the DP-
internal CP, to get their [Case, EF] licensed,aheve effect, in essence, the MLC effect should
cease. However, it is unlikely to eliminate MLCne its effect, among othefsjs a relevant
configurational effect to ensure that the DP-ind¢rcategories (crucially, CP) could not Agree
with any licensor above DP (see the discussioroafpiex noun phrases above). Thus, this type
of object CP within DP must remain an island, alldoaagh dependency formation through the
DP edge with higher phases edge would be possiliteebry, no categories participating in such
a fictitious dependency can reach the DP edge gffirthe CP edge subject to PIC.

This state of affairs makes me conclude that AFhypophors do not have an effect on the
structure. Essentially, either the DP is an islésee the first scenario) or a domain which is
licensed by (see the second scenario), the MLC effect in tgee@ relation is instrumental in
hindering the categories from forming a dependenitly the DP edge (if DP is a strong phase,
filling its specifier would be necessary to furthezensing in the next phase, tw®). This
mechanism is the embodiment of the Ubiquitous tslBffect, which is consistent with the fact
that the object CP is an island in the absence lofidge verb (for a different account with a
similar result see Dudas (1999, 2003). The nexagraphs will put forward a phase-based
account of bridge verbs, an improvement of scenbhabove from a certain point of view, which
will suppose that a null DP under a bridge verbasa (strong) phase.

In fact, two ways of explanation have remainede @nthat the hypophor DP may be a phase
but locality conditions remain unaffected since Dl edge and the CP edge is identical: the
Spec,DP hosts the CP when large-scale pied-pipkestplace (e. g. Latin adjunct constructions
or Basque CP-pied-piping into CP). The other wath&t the hypophor DP is not a phase in the

12| pelieve that EF is a “subfeature” like OCC/ERBg2.1.1); this notation refers to this assumption

¥ MLC also plays a crucial role in licensing mulémperator constructions and other fields. Forimsz,
Fanselow (2004) or Boskayvi(2002) shows (in two different frameworks) thae tlower wh-phrase
domain is not licensed in my terms, an upper whaplircounts as harmful intervener for left periphera
dependencies as hypophors (here) for V-related ndigpesies. A relation between C-checking and wh-
checking will be demonstrated in section 2.5.

4 Obviously, PIC allows CP edge categories to fordependency. A narrow range of objects can be the
candidates, first of all those in Spec,CP. Beaniind that in the advocated raising analysis ofrtlative
clause construction, the relative pronoun is inc3pe and there is no essential difference in thsitipa

of relatives clauses with regard to a CP embeddddna DP.

@ .. dug up [DPthe garden,[CPin which-garderEve plucked flower$ ].

Thus, the relative complementizerhichshould be able to establish a dependency with gigrosutside

the DP phase. However, relative complemetizersaldhave potential triggers above the DP housing the
N head in contrast to interrogative wh-chains (ndetails in Dudas 2001, 2004).
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licensing process at issue (which does not exclbdepossibility of DPs being phases in some
other constructions).

I will examine this latter issue only (I believket large-scale pied-piping construction is
specific to some languages but certainly an issudeal with in a different paper (cf. Dudas
2004). I will assume that a null DP does not casé phase (or counts as a weak phase, which is
not an island; its exact status does not altefatjie of the arguments here). This null DP can stil
have abstract [Case] and can play the part of af Ntervener between the CP and e In
effect, the CP will become an island with its urcltexl [Case, EF] again. However, if a null
hypophor DP does not count as a Goal for case atgake MLC will pick out C as the closest
Goal; the Case-bearing C checks its [Case] andhElrei usual Agree relation. Since it is the sole
lexical property of the bridge verb class to allawull hypophor in the same phase where the
Probev is, i. e. the next phase above CP, for commonsvéir® DP is an intermediate additional
phase with the resulting island effect.

Since | have examined structural Case so farf@algarallel of nominative and accusative
personal pronoupro and the hypophoaz might have been assumed (Hungarian is a pro-drop
language). Whenever the hypophor is in the VP5 dropped just as personal pronouns are. By
contrast, since the personal pronoun in an inhétase cannot be dropped, one can imagine a
DP bearing an inherent case to display no PF-outh$ (the hypophor drop). Does the checking
of inherent Cases constitute a form of licensinty dor embedding by non-bridge verbs? This
does not follow from the facts and arguments, ani irather a neutralisation effect of the
hypophor on any embedding construction that thengkas show. Even bridge verbs cannot
facilitate dependency formation based on AgreeRfibtervenes (thus, the CP phase remains an
island). If a hypophor DP bears an inherent caskigaralways phonologically realized, it will
check the [Case, EF] with the subsequent MLC effacCP.

It would be illuminating to find out about a clasd bridge verbs allowing only a
phonologically realized or unrealized DP but theréno such a subclass. It must, however, be
made clear on the basis of Hungarian data thahdlephonological realization of the hypophor
is not an exclusive property of bridge verbs afadjainst E. Kiss (1990) stating that pro-drop of
the hypophor only in the presence of a bridge verb)hat of structural case-assigning verbs
(against Liptadk’'s (1998) view that hypophor droggracteristic of that class). Common (non-
bridge) transitive verbs, for instand&)zol ‘inform’ in (34), can drop the hypophor, and two
classes of verbs which embed adverbial argumeffts aiith respect to hypophor drop. Oblique
case-bearing hypophors can be dropped by a laegs dof verbs (36a) such éslekbdik ‘ask
about’ orfigyelmeztetwarn’, some of which are bridge verbs, whereastlaroclass of oblique
case-checking verbs suchsmmamitbank, reckon’ does not at all allow hypophor d(8gb).

(36)[cp [torp [FocpFigyelmeztettél [vp [pp [per) (arra) ]

warned:2SG HYP:SUB
[cphogy [tope [Foce vasaroljak egy hazai]] 1] 111].
C:that buy:SUBJUNC.1SG a house:ACC
"You warned me that | should buy a house.’
(37)[cp [topplroce Szamitottal [ve [pp [pp) *(arra) ] [cp  hogy
bank:2SG HYP:SUB C:that
[rorr  Evalrine [vp vasarol egy hazaf]] ]] 111].
Eva buys a house:ACC

‘You banked on Eve’s buying a house.’
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The hypophors bearing a structural Case are lédtegmal pronoumpro with regard to their
optional drop subject only to the formation of lesigtance dependency but not the bridge verb
or case-checking properties of the matrix predicBite construction in (36b) characterizes a new
class of verbs which bans hypophor drop.

Since the verb that requires the presence of ypeghor DP cannot be a bridge verb, the
relation of null hypophors and bridge verbs becomlesrer. Namely, common (non-bridge)
verbs may or may not allow a null hypophor, anthé case is structural, the choice of a VP-
internal pronoun is similar to that of the autormathange to the personal pronopro. By
contrast, hypophors bearing various inherent casefreely dropped only if the matrix verb does
not forbid it.

We might still expect that a null DP embedded lyidge verb might count as a weak phase
or a non-phase in the way | assumed above ontycifiecks a structural case, but this does not
hold for oblique cases, that is to say, bridge sealways license their domain through a
structural Case. However, as | mentioned, somebngrbs, for instanc&gr ‘request’, can drop
the oblique hypophor (parallel to Agree with sturat Case). Thus, common and bridge verbs
alike check various cases in the same way of liogns

(38) [cp [Topp [Fine CSAK EGY KONYVET  kértelek [yp [pp [pp)  (*arra) ]

only one/a book:ACC requested:1SG HYBSU
[ce hogy [topp [Fine [vp Vasérolj -egy-kényat 1111] T11].
C:that buy:SUBJUNC.1SG

‘It is only one/a book that | asked you to buy.’

The interesting question of whether verbs thatckhen oblique case of an argument can
differentiate these embedded argument domains ieyMielatedness from adjuncts which can
also be introduced by oblique pronominal hypophiorsa language like Hungarian will be
comparatively examined in section 2.6.

Since dropping the hypophor is never compulsorcdpt the long-distance dependency
option with bridge verbs), and the verb takes molpiical suffixes of the DP-oriented
conjugation (cf. Bartos (1998, 2000)), it is makely that the DP (that the verb agrees with in its
conjugation type) is present above CP with the mpsions about licensing mechanisms that |
made. The category DP does not have to check [Gaseigger the DP-oriented conjugation
(there is no forcing factor to that effect in thestem that | have suggested). Furthermore, | go
along with Kenesei (1992, 1994) that several vedrssubcategorise for a CP semantically (none
of them must). In my opinion, however, this does majuire a c-selection between the CP and
verb since a verb can determine the semantic cootets complement non-locally, across D or
C (as Svenonius (1994) argues), such as inteivegat subjunctive modality.

I will briefly argue against any model where BB does not embed the CP. A structure in
which the DP is in the Spec,CP (in Liptak (1998 @account for this difference between an
intervening and non-intervening DP which | analy&ed it does not yield the whole range of
Hungarian constructions. In what follows, | replerdsptak’s model, which was not written in
phase-theoretical framework, while keeping her fuosing of DP. The hypophor itself (when
present) can form dependency between Spec,CP andftiperiphery of the matrix above TP.
Since this DP in Spec,CP will have a [Case, Eljd@hecked, the [Case, EF] feature is checked
on the CP itself and the edge of CP can thus attegtegories from inside the CP. At the same
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time, whether or not an EF is assigned to the Gfeethe hypophor itself steadily blocks any
dependency that would involve Spec,CP. While suaodel along the updated lines of Liptak
(1998) could yield the correct outcome that theeob[CP is one embodiment of the ubiquitous
island effect on the basis of the phonologicaliraéibn of the hypophor DP, this leaves the
model without account of the striking islands eféewhen the hypophor is absent in Spec,CP.
We should find that the CP, which is a non-islasdpermeable for long-distance dependencies.
It is clear, however, that most matrix predicates @& the non-bridge character regardless of the
PF-quality of the complementizer. All in all, thggophor DP in the Spec,CP falsely predicts that
all hypophor-dropping embedding verbs must act @dge verbs. Since Liptak (1998) also
declares that hypophors in an oblique case carenauly, contrary to empirical data, she does not
account for those facts either. Therefore, no (owed) version of a theory which does not
assume a D-shell above the CP for languages tleahyophors extensively, can grasp the role
of the hypophor in making the object CP an islaodfisland™

In conclusion, even though beside case-checkiagetinay be additional licensing ways to
remove islandhood, it does not alter the main paohtthis paper: all possible options of
grammatical extraction is related to licensing tlgio Agree involving some formal feature F
(which I temporarily identified as [Case]) pairediwa concomitant feature EF and its checking
simultaneously. The process itself is related toous licensors such asor T, which vary in
their character, and are also subject to genenatiples, such as Shortest Link or MLC, related
to Agree. It pays to follow Cinque’s (1990) insighection 2.1) that the V-related categories play
an outstanding role in non-local syntactic relagiofhus, the present paper does not deal with
checking cases of, for instance, P or A-relatedy dfirelated [Case] features.) The verbs
themselves fall into different classes among whielt of the bridge verbs/predicates with their
licensing quality has been recast in the framevedrdurrent minimalism. They can eliminate the
Shortest Link/MLC effect by licensing the DP asaegory in the same phase whekreis (P
can effectively seek Agree in this search spacéjchvcorresponds to the intuition that long-
distance dependency is restricted (a number ofoptions are needed), even most object
clauses belong to the syntactic islands, and bnidgbs are (exceptionally) able to access their
CP complements in a special way. Note that it issfme to compare complex DPs and
hypophoric DPs on the basis of their structurgudtild be best to find a way of a non-stipulative
statement of the configurational/structural diffeves between object islands (whether complex
DPs or hypophor DPs) and non-islands. However, sudliferentiation can only be carried out
by devising such configurational differences (Dud@2€01, 2004) derives it from certain
derivational limitations of mainstream minimalisyngax) that seem ad hoc and, just as
disturbingly, by making the striking island qualiy various object clauses stem from a distinct
configuration from those of complex NPs. A phassotitical framework allows us to notice that
islandhood differences hinge on the workings ofcanising relation automatically involving
cyclic domains and their potential effects whicherplay with the effects of the (undeniably
differing) particular hierarchical relations (resysible for MLC effects among others).

!> This model can be extended to English-type langsaghere hypophors are rarely attested (see (33c)).
Perhaps it is true that such a differentiation isrenrelevant for the anticipatory (that is to say,
hypophoric)it constructions in English. The connection betwdeséit-constructions and the licensing
effects for domains would need a separate papei{adas (2004) for details).
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2.4 SUBJECT ISLANDHOQOD, TP ANDP

The conjunction of a concomitant EF and simultaisedeletion of EF and some other
feature(s) yielded the desired outcome in the alofyect cases. However, there needs to be one
more requirement since otherwise we should explactse-spanning dependencies rooting in
subjects to be equivalent to those rooting in dbjé&/hat is demanded is that the Probe also have
an EF. (One possible reason could be that an B asdifferent nature than phi-features, and
cannot be taken as a reflex of these matching erPtbbe and the Goal (unlike, for example,
Case). Or, if [Case] turns out to be an uninteglretinstance of a feature that is interpretable on
T/v, then one might require that the feature in quadbie always present on both the Probe and
the Goal (thus eliminating free-riders from ourtsys)).

Regardless of what the right formulation of thegjuirement is, grammar has to allow two
uninterpretable features to check off each othludtly, if v had an appropriate feature [b]
which were interpretable on it and had the abtyEF of attracting elements to the edge of the
phase, we would reach a fairly desirable resulemithatv seems to always allow clause-
spanning dependencies rooting in its domain, untiteer strong phases. (However, what this
feature [b] could be is fogQy

Checking subjects involves checking the [NOM] teatin a higher position, namely, TP. To
check off its Case and T’s uninterpretable phidesd, the subject DP enters into an Agree
relation with T and since T cannot have an EF (bgedl is not a strong phase), checking is
thwarted. Note that the mechanism of seeking a wfalicensing a domain (by way of EF
checking) when Agree is established is uniformhwvihie difference that in this case the T is
lacking in the required featurélnlike an object, a subject DP, if it had an EFuldobe stuck
with it owing to the fact that T with which it agre does not have an EF which could check off
the EF on the subject DP. The islandhood of subjeah thus be predicted in lack of the V-
related licensing®

(39) *What did [ gathering—what please Fred ? (subject island)
(40) *What did [that you gathered—whatplease Fred ?

To extend my analysis to subject CPs, let us asghat CPs do in fact enter into the same
relations as DPs, namely, a subject CP has to agreeme feature with T, most probably the
[NOM] feature. Let us take a look at various opsion

It may be true that there is no case featurelfer@P although this paper takes Cases to be
allowed on CPs (see in 2.3). Since C does not &d@ase], the agreement fails. Thus, the matrix
verb cannot license a subject CP, which causesidla@dhood effect. The logic of this
explanation holds true of adjuncts too, the lackaaf obvious Agree relation stops further
licensing (cf. section 2.6). Then this would mehat tsubject DPs and CPs are different in that
only DPs carry a [Case] to check. This differenseneutralized with respect to how actual
checking takes place. Since T has no EF, it doésnadter whether the particular subject type
has a case (a necessary condition), the licemelation cannot be established.

On the other hand, it is not at all clear whetbernot a (subject) CP has a case. A
requirement of agreement based on the case of . GP&$ for an object CP) might seem to go

'8t is a point of interest that there are languagksre extraction out of a subject domain is ndliyfu
forbidden, for instance, Japanese and Greek, thbsas of which would go beyond the scope of the
present paper.
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against the traditional view that CPs do not neadeCand do not trigger full agreement on verbs.
However, no strong evidence supports this view,lahthe dwell on the issue of abstract Case of
a CP in general.

The following considerations rather support a tjpBroption of CP with [Case]. Firstly, an
argument that a subject CP needs to enter intdiaelavith T is independently provided by
Pesetsky & Torrego (2001, 2004) whose idea isttitafNOM] case feature is [T] in the essential
checking context. Secondly, the above argument taltoel relation of CP and T is also
strengthened by the fact that the CP is able tolch& the [EPP] (extended projection principle)
feature of the T (which is claimed to be obligataryEnglish in the Minimalist framework). In
general, the [EPP] is regarded as a concomitatariavith some other feature (e.g. case, wh-
feature etcy. Compare these:

(41) [That Eve comes home late] botherspasents.
(42) *John wondered [ why [that Eve comes bdate | bothers her parents ].

The clause can function as a subject only if utisjexct position is accessible to a licensor
which checks its Case as illustrated in the se@mample. This leads to the conclusion that a
clausal object (CP) must take a case at times:sefin subject position and topicalisation
(illustrated in (43)) show that the syntactic vhles (copies left behind) cannot remain Caseless
(Dudas (2000, 2001, 2004)).

(43) *[ That Eve will come home late ], |1 am affa[ GP]

Furthermore, if there were no Case for a clausgpuld be absurd that a preposition, which
is known to check the case of the noun, is abtat@ the following topic construction:

(44) [ That Eve came home late ], which | was fregted (*with)/glad (*about), bothers her
parents.

Straightforwardly, the passivieighten or adjectives likegglad, afraid cannot check [Case], and,
therefore, cannot check the [accusative] of thatined pronourwhich either.

At the same time, #hat clause does not bear oblique Cases in contrakt wihikclauses
above, and a preposition can only check obliquet®as

(45a) * That Eve brought a dog home, | was frightewith/glad about—{cJP
(45b) What Eve brought home, | was frightenethigiad about {EP

" The construction with the expletive-associate rhtibothers her parents that Eve.will check the
case from T in the position of the expletive (atskein this type of “anticipatoriy” construction). The
analysis of expletive constructions is beyond tbal @f this paper (see Dudas (2002, 2004, 2005) for
discussions) but no kinds of analyses can beaherssue of the Agree relation established betvleen
chain and T and that this relation involves a tgpimminal feature (such as abstract Case).

¥ The prepositions in Mainland Scandinavian and 8pacan check cases tiiat clauses, so the
restriction for English is not universal. All thefsets, however, show clearly that certain typeslafises

do bear and check cases.
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All these facts are tough to account for if claus# not bear [Case] (perhaps with
restrictions on oblique/structural cases) and nekeck them.

It is reasonable to assume two kinds of C headh @nd without Case) or that this feature is
optional (see the next paragraphs) on C. Since (eaderes are tagged to each category in the
lexicon, lexical C heads can optionally have ca8b&en they do, CPs are akin to DPs—as |
assumed in 2.3 and 2.4. CPs do in fact enter lrdsame relations as DPs: subject CPs have to
agree in some feature with T and object CPs withiThis, however, neither excludes, nor
strengthens the possibility that bearing a [Casedlligatory for certain CPs and never present
for others. Moreover, this feature needs to beooalion CP rather than obligatory (as on DPs)
since it would be hard to account for the case ma#ix C.

Here | have not dealt with the issue of which deatexactly needs to be checked off by
agreement with W/(it could be some form of optional Case, or anyiampretable feature) since
the choice is not crucial for the given analysisosg as there is such a feature.

In essence, C with [Case] is selected when thgsublause is merged into the structure.
The process and effect is identical to the DP sumbjith regard to seeking the EF checking and
failing to find a licensor that can check off th&.EAgain, it would seem early to conclude that
the nature of C is twofold with respect to thistéea at issue.

Having discussed some properties of C and T, llspculate on some propertiesvolvith
respect to checking options. So far, | have beepgsing that alks (when strong phases) can
bear an EF. Let us assume the EFvdn have exactly the same checking requirementngs
other instance of an EF. Concretely, the ERvareeds to be checked off by the same category
that checks off the uninterpretable phi-feature$itdé v. In effect theny is required to have its
EF checked off by the object (section 2.3). Thisuim means the necessity of a requirement that
the objects must always possess an EF, even thihegh might not be any phase-internal
category to attract in the object XP. Since theaetée does not play a substantial role in
checking off EF anyway, this does not pose a proble

Furthermore, since a transitiveshould always be able to check its EF, forming ragio
distance dependency rooting in its domain shouldpose a problem even for categories which
cannot themselves agree withlike adjunct focussed or wh-phrases. No objeahieck any EF
might be troublesome for intransitive This problem does not arise in the current fraoréw
with an intransitivev since it is not a strong phase, i. e. it doesheatd an opaque domain, and,
therefore, it does not need an EF to allow depetidsithrough its phase edge.

2.5 LICENSING WITH INTERROGATION

The foregoing discussion focussed on an Agre¢ioaeldetween the clauses and the licensors
(v or T). What remains is to examine a possible patthe Agree relation without involving
Case. We need a checking relation based on soree @iscretional) feature for checking EF,
and such a feature can perfectly satisfy the m&n on assigning EF. It has been well-known
that wh-phrases and non-wh-phrases can differ eir @ility to participate in clause-spanning
dependencies even though the syntactic categoryatinichportant properties of the elements
concerned are the same but the wh-quality. Thetigmelsam to ask here is how a wh-phrase and
the pertaining Agree relation based on an intetregafeature influence the chance of EF
checking. The null hypothesis would be that no spéafluence exists.
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| will call an uninterpretable interrogative feeuulR]*® that is on wh-phrases forming a
dependency and remains unchecked until a copy efwth-phrase interacts locally with an
interrogative C which bears [IR]. The attracted][ifeeds to remain unchecked even beyond the
point at which the [Case] of an argument wh-phrasehecked. Could the EF possibly be
allowed to choose between being checked togethidr [@iase] or [ulR] (or even yet another
feature)? Let us make this choice in grammar abks)and sift through the consequences.

As have | referred to it, the syntactic distriloatiof various wh-categories may differ from
their non-wh equivalents. Considering non-wh-suigj@ersus wh-subjects with regard to subject
islandhood (cf. section 2.4), we can reach theowalg conclusions. Although subjects and
adjuncts in agreement grounded on [Case] are isJamd-phrases involving an [IR] feature are
less strict islands. In theory, wh-phrases whicteremto Agree relation with interrogative C to
check off C’s [ulR] as well as the subject XP'$Hlfeatures can check EF, which predicts that
if there were a fully articulated subject wh-phras&ould be possible to license clause-spanning
dependencies between syntactic categories withdnoamside that articulated wh-phrase. There
seems to be evidence that this theoretical assamggitrue indeed. We obtain an analysis of
why clause-spanning dependencies fare better Wwisgnroot in a subject wh-phrase:

(46a) ??Who do you wond¢ep [pp Which pictures ofwha] disappeared on Monday ]?
(46b) **Who do you think [cp that [pp pictures of-wh ] disappeared on Monday ]?

Both declarative (non-wh) and wh-subjects entey art Agree with T to check off its [Case] and
the uninterpretable phi-features on T without clegkEF since T has no EF (section 2.4).
Beyond this common process, the two subject typéshewe different licensing options. Wh-
subjects which have an [ulR] in addition to the §€Jawill find a way of making use of this
feature set. In essence, [ulR] will get checkedewraoh Agree relation with interrogative C. If this
interrogative C happens to bear an EF, which isthee-of-affairs that interests us, the EF on the
wh-subject can get checked through the Agree oglattith C thus allowing the derivation to
converge.

(47) ?? WHO do you wonddicp C [pp Which pictures ofwho] disappeared on Monday ]?
[EF] [EF]
|

The feature [WH], often seen in the literature,ve®to be slightly misleading if not specified; pnl
partly a terminological issue. Firstly, it can cowewide range of pronouns bearing wh-morphology. (e
relative or indefinite wh-clauses, too). Howevehe twh-morphology does not induce the same
displacement properties of varied wh-pronouns (BU@800)). Secondly, [WH] can often mean a feature
characterising a type of (embedded) clauses, whicietly speaking, should not have morphologicht w
qualities as one wh-phrase inside this clause deksther or not that wh-phrase determines the whole
clause (Dudas (2001)). Thirdly, further complicatiicomes from the fact that the classes of verbg.(e.
wonder, askin need of an interrogative clausal complemealuiting clauses headed by wh-phrases do
not at all overlap with the classes of verbs indnefclausal complements headed by a non-interiragat
wh-phrase (Dudas (2000)). Fourthly, the range tringative words and particles (sometimes theghav
a [Q] feature in the literature) is larger thanttb&interrogative pronouns, while they share theeatial
property of interrogation with them (Dudas (2001Yhat is fairer for treating wh-pronouns of the
interrogative type and C, too, is nhaming the rahevfaature typical of interrogative items by a spec
name, and | chose for [IR].
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However, since no Agree relation of declarativenfmdn) subjects with C involving other
features than the EF can be established, thiskplitysof a wh-phrase is not available to non-wh-
subjects. This is insufficient for licensing théogct domain since an EF must be concomitant by
hypothesis, and, thus, these subjects are islandsual.

Speaking of wh-distinction, an interesting cortfagdds between wh-objects (cf. section 2.3)
versus wh-subjects (cf. section 2.4) with regarcthiecking.Given wh-phrases equipped with
[uIR] in both object and subject clauses in thestauttion at issue, the C entering into Agree
with the matrix licensoror T, respectively) is supposed to be able to have=F-checking
based on an IR-relation regardless of whetherii the subject or object position of the higher
clause. The factual object/subject contrast makeptediction seem false:

(48a) **Whatis [cp [pp how many pictures of ] disappeared ] not km@w
(48b) ??What are you wonderifgp [pp how many pictures of ] disappeared ]?

The C that can check off EF on the subject whg#seems to need to have its EF checked
the same way as if it were not checking an EF afesother syntactic category, that is to say,
before C can license an EF on some XP (here: &aith-phrase), C still needs to enter into
Agree relation withv, as if C itself needed its EF licensed. This situnain connection wittv and
C is indeed predicted if the EF had to be deletédeasame time as the uninterpretable feature on
C that enters into Agree relation withhiT of the matrix clause (cf. Dudas (2004)). Tham, i
conclusion, EF must not be deleted together wighuthinterpretable feature on C that Probes the
[uIR] on the attractedh-phrase.

2.6 ADVERBIALS, INHERENT CASES, AND ADJUNCTS

Establishing the Agree relation between an adjalatse and a matrix head as (51) shows is
hampered. Since it has no meaning to talk of Vieeliaess in Cinque’s (1990) sense, roughly
speaking, verbs as syntactic licensors for adjuretsiot be found, their deficiency in this respect
is captured in my framework as follows.

In the previous sections | have discussed varigpss of categorially DP domains which
bear a structural Case with some assumptions ahbetent Case in section 2.3. This last
section turns to a heterogeneous class of non-feM}ed categories in Cinque’s (1990) sense:
adjuncts. Checking adjuncts should involve checkamgabstract [Case] feature in a higher
position, possibly in some functional projectiorvBffor VP-adverbials. (A Case-bearing adjunct
is not so absurd when we think of adjuncts realiagca DP, also, CPs can bear Case in the
present framework.) It seems unlikely that suchABYY licensor exists. Even though it existed,
to check off its [Case] and this fictitious ADV'siimterpretable phi-features, the adjunct would
enter into an Agree relation with ADV and since &8V, not being a strong phase, cannot have
an EF, checking is thwarted. The islandhood of raetgi can thus be predicted in lack of this
licensing.

(49) **What will you swim today[cp unless they discuss—at]? (adjunct island)
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In short, adjuncts are thus not taken to enter Agree relations that would involve other
features than EF (checking an adjunct’s [Caseboresother feature does not exist).

It is a point of interest that there are constong where a dependency rooting in an adjunct
domain is not forbidden, or even required for dmtality reasons. If the termependencylso
involves non-displacement phenomena, binding effedt(at least) anaphoric and cataphoric
pronouns certainly belong here. Among displacempé&enomena, parasitic gaps (50) and some
types of wh-scope marking (50) are well-known insts of anti-locality effects as illustrated
below:

(50) What did you drink—what[cp before you also produced—whit

(51) Miért aggoddsz, ck mert KIVEL taladlkozol ]?
why  worry:2SG because who:INS meet:2SG
‘Who is the person that are you worrying aboutdose you will meet him?’

Although this paper is too short to go ovether LF-dependencies or anti-locality
phenomena, the observer’s conclusion is that tlmadolicensing offered in this paper must be
modified/extended to include these cases, or thesaomena need no [+V]-related licensing and
yet they are grammatical. Dudas (2001, 2004, 2@@&mpted to discuss a uniform model of
PF/LF locality differences where spellout paranmgetand PF-phases may be realized under
different licensing conditions than interpretatjparameters and LF-phases.

If, by hypothesis, agreement wittis what licenses an EF on any (other) phrase,dgldsito
be licensed by an Agree relation with another Boenand, thus, adjuncts cannot get their EF
checked off (preventing the structure from convaggiin lack of such a licensor. Note that the
mechanism of seeking a way of licensing a domaimares uniform, just in this case the above-
mentioned fictitious licensor, ADV, lacks the remqd feature EFUnlike an object, an adjunct
XP, if it had an EF, would be stuck with it owing the fact that ADV with which it agrees does
not have an EF which could check off the EF onaii@nct.

Note that this state of affairs does not changg @spect of the core concept, rather
strengthens the fact that an EF feature cannos&igreed freely to the head of a certain domain,
and in particular, to the domain in lack of an Agrelation. Thus, it restricts the theory in the
way as expected.

Yet, adjuncts are interesting in the present fraark for two phenomena that need some
account, namely, complement adverbials, and theptypr system (see section 2.3) in languages
which extensively use hypophors. What has been ikfta short comparison between
complements which are adverbials (thus, do notry@ived in case checking) as in (53a, b), and
DP complements taking an inherent Case as in (b#igwesting the embedding under the same
verb banik ‘handle, treat’, and non-arguments (adjuncts)aasrlin (54) and (55). The verbs
usually occupy positions on the functional perighsell above VP in most following examples.

DP complement bearing an inherent Case

(52) PALDbant gyesefvp [pp [pp azzal, [cphogy ebbb tudta a megolddsi .
Pal treated cleverly HW,S C  earlier knew the solution:ACC
‘Pal cleverly treated the situation that he knbw $olution earlier (than others).’
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Complement adverbial

(53a) PAL lakott[agwp [agvp Ott], [cp ahol afegk renovaltdk  a hazit].
Pal lived there where the painters retged the house:ACC
‘Pal lived where the painters redecorated the @dus

(53b) Pal béant a barataival ugy, ahogyan az@ktak dle.

Pal treated  the friends:INS SO how those etqoklbe:ABL
‘Pal treated his friends (in) the way they expédtan to.’

Complement adverbials come in two different classe Hungarian with respect to their
hypophors. The hypophor assumes either the formthef general locative, temporal
demonstrative adverbiathen there, soetc.) in an adverbial phrase in class A (53a, b)her
form of a suffixed DP (the [+V] category determirthe suffix) in class B (52). This latter class
resembles the argument cases in that the verb slabsitract [Case] on the CP complement.

Whereas the verb licenses the complement clauskass A (53a, b), its licensing does not
involve Case since complement adverbials in thés<icannot possess [Case]. However, they
receive a theta role from the verb. As far as dieod is concerned, the best guess to identify the
licensing process is checking Case, which was nwgicehfor the time being. Finding an
embedded clause allowing a well-formed clause-Spgndependency is only possible among
embedded clauses licensed by a Case-checking wdrbther or not one accepts the exact
mechanism of licensing which | put forward in tipigper). Here | remark that the only class of
verbs that allow clause-spanning dependencies, ishadbridge verbs all check structural or
inherent case&®

This situation yields an interesting comparisotwieen complement adverbials and adjuncts.
If the complement has a certain feature to check thie verb (for instance, theta-role conceived
as a feature (cf. Lépez (2001), Fanselow (2001)vlmious views)), an Agree relation with
concomitant feature checking fits in with the framoek | use throughout. Let us look at adjunct
adverbials with regard to their Case. An adverbmhes at the left edge adjoined to VP and its
internal structure is identical to that of an arguntnclause below DP.

Adjunct adverbial bearing an inherent Case real@ed suffixed hypophor:

(54a) Pal koveket  hordhde [ve ] [pp [op attdl], [cp hogy évekig  tanult
Pal stones:ACC carry#can HYP:ABL C ears:TER learned
az egyetemen ]]].
the university:SUP
‘Pal can carry stones even though he studiedeatitiversity for years.’

(54b) Pal  beszélhet atémarol *(attol), gyo tavaly tartottam é&hdast.

Pal talks the topic:DEL HYP:ABL where lagar gave lecture:ACC
‘Pal can talk about the topic even if | gave ddee last year.’

Adjunct adverbial with adverbial (general demortsteg hypophor (no Case involved):

“This is an argument for the relevance of licensiggCase, at least for bridge verbs, and, by extensi
this carries over to all Case-assigning verbs. &&tprd of caution is in order. Since the clasthefverbs
taking a general adverbial complement (bvg, trea) is small, there is a chance that bridge verbpéap
to be missing from this verb class, and the faefiect this frequency coincidence.
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(55a) PAal koveket hordott otf), ahol admivesek renovaltak a hazat.
P4l stones:ACC carried HYP:thétewhere the bricklayers  redecorated the house
‘Pal carried stones where the painters redecothtetiouse.’

(55b) Pal  beszélhet *(ott), ahol tavaly tartotta  elbadast.
Pal talk_can HYP: there where last_year gave lecAICC
‘Pal can talk where | gave a lecture last year.’

On the basis of these examples, two classes myrg®e category of clausal adjuncts, too,
namely, clauses are suffixed hypophors and advegbieeral (demonstrative) hypophors. Let us
take a look at this latter class represented bg,(Bh Straightforwardly, the Agree relation itself
is missing from the structures where the verb dmtsheck a [Case]. Thus, the island effects
appear as expected.

Adjunct adverbial bearing an inherent Case real@ed suffixed hypophor:
(56) * A HAZAT hordott Pal koveket *(ott), ahol a kmiivesek
the house:ACC carried Pal stones:ACC HYP:therewhere the bricklayers
renovaltak —a-hazat
renewed
‘Pal was carrying stones where the bricklayersswenewing the ““house.’

In the other class, since the verb does not le&ese in this class either, the same result is
expected.

Adjunct adverbial with adverbial (general demortsteg hypophor:

(57) * ELOADAST beszélhet atémarol Pal *(attdl),  gkotavaly  tartottam
lecture:ACC talks the topic:DEL Pal HFYEL that last year gave
E|HE;| ’E EI

‘Pal can talk about the topic even if | gavecuee last year.’

These examples are tough to contrast with themimal pairs which drop the hypophat{
attol), though, since these construction disallow hypoptrop. As is shown in section 2.3, a
neutralizing effect characterizes the presencéne@fhypophor whether Agree is established and
even bridge verb domains seem to be islands uhdené¢utralizing effect.

Let us witness various embedded clauses whickk@rplements of verbs but ban hypophor
drop. We predict that the neutralizing effect oé thypophor is at work and, thus, the phase-
spanning dependency is blocked (in keeping witksjac

Complement adverbial bearing an inherent Casezezhbn a suffixed hypophor:
(58a) Szamit *(arra) Pal, hogy kitakaritom a seob

bank HYP:SUB Pal C:that clean_up:1SG the mo&CC

‘Pal expects me to do up the house.’

(58b) *[CP[TO,PP[FOCPA SZOBAT szamit [ve Pal [op [pp) ] [cp hogy
[topp Eva [pregrkitakaritia [pine [vp a-szebat )] ]] 111].%2

L A general locative adverbial plays the role of liypophor in this construction. | give the usua@dtive
meaning of this pronoun (whereas | always givectime of the (demonstrative) nominal pronouns) tmly
show that no particular Case is associated with it.
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Adverbial complement with adverbial general (dentiatse) hypophor

(59a) P&l lakik *(ott), ahol kerestem a hazat tavaly.
Pal lives HYP:there. where looked for:1SG the deoACC last_year
‘Pal lives where | looked for a house last year.’

(59b) *A HAZAT lakik Pal ott, ahol tavaly kerestem—adat
house:ACC lives Pal HYP where last_year kldor
‘Pal lives where | looked for a flat last year.’

| showed in section 2.3 that the hypophor dropsdu# hinge on Case type, i. e. structural as
well as inherent case-bearing hypophors can be pdcbpFurthermore, (object) structures
embedded under bridge as well as common verbs ign tbeir hypophors. The general ban
against hypophor drop in all these illustrated s#@sof embedding holds true of certain classes of
adverbials even though they are complements. Tihissplausible that the blocking MLC effect
(on the Agree relation) of the hypophor would wprkt as in 2.3 where | demonstrated the effect
of the lexical (non-null) hypophor. This entailsatprediction that these adverbials are islands
even if the Agree relation has been established.(bhexamples (58b, 59b) have clearly shown
that this prediction is borne out.

If the relevant parallel of the licensing procedsadverbials with object and subject DP’s
holds, it is reasonable to expect th® license only complement adverbials by checkifideé.

It is fair to say that independent evidence of fgree relation is hard to come by until the
neutralizing effect of the hypophor meddles wita thlation at any rate.

It follows that verbs allowing hypophor drop wélfford the revealing examples of the
contrast between complement adverbials which arkoreed to establish an Agree relation and
adjunct adverbials without establishing Agree foe €F to build on. What we should test is
whether the MLC effect for Agree with the head Ctloé object clause holds of the adverbial
complements bearing inherent [Case] (examples B®YoThe following complement adverbial
which is a minimal pair of (58) might let one camdé that the Agree relation involving inherent
Case does not license the complement.

Adverbial complement bearing an inherent Case zedlion a suffixed hypophor embedded
under a common (non-bridge) verb allowing hypoptrop?

(60a) Erdekddtem [pp[pp (arrdl)], [cp hogy kit jott  levél Evéanak.]].
asked:1SG HYP:DEL C:that who:ABL ame letter Eva:DAT
(60b) *EVANAK érdekbdtem (arrol), ‘hogy kit jott level -Evanak.

‘| asked about who the letter came from to Eva.’

| would like to point out that the conclusion dede on how comprehensive these tests are.
The doublet in (60) proves that hypophor drop cakerthe Agree relation realizable. However,
just as with the structural Case, a licensed dornsanot automatically a non-island. The reason is
that whereas it is natural that licensed clausalalons as (60a, b) are CP phases too, it is just as
natural that phases are not licensed domains ake @mnd the DP in (60a, b) is not licensed as |

*PredP is a position which hosts a special clastuofarian syntactic categories, adverbal modifiers,
mainly bare nouns and adverbial particles (seeigs R002) for an overview).

% Frequent verbs that follow this pattern digyelmeztetwarn’, meggyz ‘convince’, tudakozadikor
érdekbdik ‘ask about’, tiinsdik ‘speculate, muse’ramutat‘point out’.
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argued in section 2.3. While an adverbial complentearing an inherent Case realized on a
suffixed hypophor (60) corroborates the assumptibthe existence of licensed domains where
Agree is established involving inherent Case, theuitous island effect in the CP shows in
(60b), and one cannot yet draw the conclusionstablandhood based on inherent Case.

What we should study is a domain where the hypoghm the uppermosvP) phase (and
not in a DP or CP phase below it) and, therefdre GP edge is freely accessible for a licensor in
thatvP cycle. By hypothesis, these are the bridge véfrlssach a construction is well-formed, the
relation based on inherent Case must license terlidl domain at issue.

Adverbial complement bearing an inherent Case zedlion a suffixed hypophor embedded
under a common (non-bridge) verb allowing hypoptop:
(61) EVANAK kértelek *(arra), hogy kiildjél edgvelet -Evanak
Eva:DAT requested:2SG HYP:SUB C:that send:SUK3.2Setter:ACC
‘| asked you to send a letter to Eva.’

| conclude that the appropriate bridge verb isabl license the adverbial domain and,
consequently, there is no difference between stractases and inherent cases with respect to
either the licensing power of the matwor the intervention effect of the hypophor.

At the same time, the verbs that c-select an &idecomplement (clause) but do not check
Case (the class difre, trea), cannot enter into Agree with their complementdm. | repeat the
example:

Adverbial complement with adverbial general (dentiatse) hypophor

(59a) P&l lakik *(ott), ahol kerestem a hazat tavaly.
Pal lives HYP:there. where looked for:1SG the deoACC last_year
‘Pal lives where | looked for a house last year.’

(59b) *A HAZAT lakik Pal ott, ahol tavaly keresterm—a-hazat
house:ACC lives Pal HYP where last_year kldor
‘Pal lives where | looked for a flat last year.’

Furthermore, what we expect is that not any fofrtong-distance dependencies rooting in
the other non-Case-checking domain type, the atjuine grammatical in lack of Agree. This
prediction is borne out indeed, and | can demotesttiaat adjuncts are islands even in the
examples where the hypophor bears an optionalenbérase as in the construction (63) and (64)
in contrast to (62) in which the hypophor is obtas.

Adjunct adverbial with obligatory adverbial (genetamonstrative) hypophor (repeated):

(62a) P&l  beszélhet atémankrol *(attol), hogy vaka tartottam éladast.
Pal talks the topic:DEL HYP C:that lagear gave lecture:ACC
‘Pal can give a lecure on the topic even thougave one last year.’

(62b) *ELOADAST beszélhet atémankrol  Pal *(attol), hogyaly tartottam-dladast

Adjunct with optional adverbial (general demontie hypophor

(63a) Aludtam a konyvtarban (addig), ig@mmasok a
slept:1SG the library:INE HYP:TER while otker the
folyoiratokat olvastak.

the journals:ACC read:PAST.3PL
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‘| was sleeping in the library while others weeading the journals.’

(63b) *A FOLYOIRATOKAT aludtam a konyvtarba (addig), amig masok
olvastak —a-folyoiratokat.

(64a) EGY SZIVESSEGRE kértelek a kongwad (addig), amig masok a
a favour:SUB request:1SG  the libthfg  HYP:TER while others the
folyoiratokat olvastak.

the journals:ACC read:PAST.3PL
‘' was sleeping in the library while others weeading the journals.’
(64b) *A FOLYOIRATOKAT kértelek a konyvtarba egy szivességre (addig), amig

masok olvastak —afelydiratokat.

In conclusion, an Agree relation (with) holds of complements taking an inherent Case,
which Agree licenses with the usual proviso thdiridge verb must embed the complement.
Whether or not this time the Agree involves an mehé (and not structural) Case which
complement adverbials bear does not change thesliog that the overall model assumes for
objects and subjects in general. A further paralethat complement adverbials exhibit the
intervention effects of the hypophor for the relevalass, the construction with a bridge verb.
The superficially similar structures of complememverbials and adjunct adverbials do not
follow the same licensing mechanism although tharphological realization shows no
difference and, from a syntactic point of view, bgpors bearing an inherent Case accompany
adjunct clauses in certain construction. Yet, acligiare not capable of getting licensed by Agree
(with v).

3 SUMMARY

This paper set off to put forth and develop thpdtliesis that cyclic effects at CP boundaries
should be captured by balancing between two exseaielocality constraints in minimalist
theory if the theory is to account for the basidiwations of bounding effects. One extreme was
the ubiquitous island effect in (9) which would gict that once a phase is complete, it will not
be any longer accessible for further computation.tki® other hand, the PIC in (5) serves as a
possible rule easing the extraction to such aneewreffect that unbounded dependencies are
allowed, and the edge feature /EF/ is the meamsae elements to the phase edge on which
PIC will apply to them. However, two specific sefsproposals can significantly constrain the
way the actual licensing takes place. Firstlys iain independently attested subtype of the general
Agree relation (10) that the head of a licensedaarmn a V-related sense must establish with its
licensor identified as for checking the characteristic feature of obje€tse EF checking builds
on this Agree relation as a concomitant featureraatizes licensing.

The licensors are different in character dependimghe actual feature to be checked. Since
various licensing mechanisms based on Agree imaagable, the proposal does not specify one
feature involved in general. During the presentulsion both [Case] and interrogative [IR]
features were shown to be able to act as the badatching and Agree and there may be other
features. My proposal does not specify the acfaahsors in general but it has been shown that
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little v and T are worth considering. Furthermore, basedropirical evidence, a CP can bear a
Case just as a DP can (see 2.4). Since the Aglattorecan be blocked as a consequence of
MLC in (4), possible interveners such as the catie pronoun (hypophor) fatally influence the
whole licensing process. This same blocking eftbetracterizes both complex noun phrases and
hypophor DPs since, crucially, both structures aona DP between the embedded CP and its
potential licensor in the next (matrix) phase.

For a(n object) domain, the Agree relation opgmshe possibility of being licensed with an
EF, although in lack of more factors involved ire thicensing process (Agree is insufficient in
itself), object domains, too, are often islands.stiommarise the most interesting option when an
object domain is not an island, the hypophor’sigbib check a [Case] makes the hypophor a
possible intervener for other, hierarchically loyérases, crucially for CP checking a [Case]. At
the same time, a PF-null hypophor (whether or mmtoeved with a [Case]) is usually in a
different intermediate (third) phase than the CBsghorvP phase is, and only a small class of
verbs (bridge verbs) allows this hypophor DP toirb¢he vP phase. Thus, once a bridge verb
licenses the CP domain, the edge of the domaiveigadle in the nextf) phase.

On the other hand, Agree by itself is only a neags condition, but certain licensors
dependent on their phase status (namely, T an@dRheheads) are not capable of checking EF as
discussed in section 2.1 and 2.4.

The following chart summarizes the options foetising with reference to the main factors
which this paper discussed.

LICENSED UNLICENSED

AGREE : OK | NO EF AGREE: OK NO AGREE
DOMAIN: Checking
1 bridge V non-bridge V when a hypophor
OBJECT EF checked intervenes
2 EF checked, when a hypophor
COMPLEMENT|inherent Case intervenes
ADVERBIAL
3 with T since T is |On [IR] only
SUBJECT defective
4 In theory: on [IR][no Agree on a V-
ADJUNCT Only related dependency

Appendix: Cases of the Hungarian declensi@n the text)

Suffix Case Abbreviation
NOMINATIVUS NOM (not marked in glosses)
-tol/tol ABLATIVE ABL
-t ACCUSATIVE ACC
-nak/nek DATIVE DAT
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-rol/ral DELATIVE DEL

-vallvel INSTRUMENTAL INS
-ban/ben INESSIVE INE
-ralre SUBLATIVE SUB
-N SUPERESSIVE SUP
-ig TERMINATIVE TER
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